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This article presents a description of the method of increasing data transmission stability using
the dynamic reconfiguration of a software-defined network (SDN) considering the parameters of the
quality of service of communication channels and the reliability of nodes. It is proposed to consider
four quality of service metrics for path construction: the number of hops between vertices, the
available bandwidth, the time delay, and the percentage of lost packets.
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1. Introduction

The practice of using computer networks in recent decades shows a tendency towards a rapid
increase in the number of users. This leads to increased risks for the functioning of the network
infrastructure like overloading of communication channels, a drop in the connection speed and, as a
result, the failure of separate nodes or the entire network as a whole. In addition, the presence of the
human factor in network configuration and the need for a separate configuration for each node in the
system significantly impairs the flexibility and scalability of traditional computer networks. The
technology of software defined networking (SDN) is designed to solve this problem. The
implementation of such networks is relevant for a number of reasons, as they embody an innovative
approach to network management. Thus, SDN allows network administrators to centrally manage
and configure network devices through a special controller. Due to the centralized management of
traffic and resources, it is possible to avoid excessive use of bandwidth and optimize paths between
nodes. Compared to traditional networks, SDN networks scale much more effectively, and their
management is simple and understandable because of the use of software interfaces between the
controller and network devices. A centralized approach to management opens up opportunities to
modify existing routing algorithms to speed up data transmission and achieve lower reception losses.
Since computing capabilities and centralization of management now allow more effective approaches
to be applied, the problem of increasing routing efficiency can be solved comprehensively today.
Therefore, the construction of a software-defined network with an optimized routing algorithm
becomes an extremely actual problem to solve.

2. Literature review and problem statement
The construction of an SDN network with a controller that interacts with all switches through
a specialized tree is described in the article [1]. It solves the task of finding the minimum tree by
weight, where the weight is defined as the sum of the weights of all switches, and the tree itself is
built by the proposed heuristic algorithm. This algorithm minimizes not only the weight of the tree,
but also the average distance between the controller and the switch. However, this approach is only a
concept of the idea of distance metric calculations based on the number of transitions. It is expected
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that it will encounter unaccounted delays and channel overload after being implemented in a real
network.

A number of publications study the problem of channel load balancing in SDN networks. For
example, in the article [2], a combination of weight planning strategy and dynamic route switching is
proposed to solve the congestion problem, which forms a new load balancing algorithm. It uses
information hashing, which helps to reduce latency and also provides a certain degree of security.
Nevertheless, the algorithm has only been tested on one fairly simple topology, and its effectiveness
has not been proven for high-dimensional networks with a complex topological graph.

An original approach to solve the problem of considering channel congestion in an SDN
network was proposed in the article [3]. When a problem area appears and it is necessary to bypass
it, the theory of decision-making under conditions of uncertainty is used, since the nature of traffic
transmission is considered when choosing the best bypass option. Using this approach, the loss of
inelastic traffic would be reduced. The article considers a method of reducing the probability of
dynamic reconfiguration by predicting the loading of channels in the transport network. The SDN
controller generates disjoint paths using the backwave algorithm, and then the estimates of the
generated paths are calculated based on fuzzy logic inference. But although the algorithm developed
in these studies improves the quality of service in software-defined networks, its practical
implementation may lead to problems with scaling and uniform loading of channels. That is because
the use of fuzzy logic with an increase in the number of hops carries the risks for the route that is built
between hosts being too hypothetical.

A number of recent publications deal with the search for new solutions to the problem of finding
the shortest paths. Thus, in [4], the idea of mathematical prioritization of flows into nodes with
multiple destinations is proposed. By prioritizing routes to each destination node, the proposed
algorithm allows traffic to reach destinations faster. However, although thread prioritization can be
useful, this approach can lead to an uneven distribution of resources. That means that some data
streams will receive fewer resources than needed, which can reduce overall network performance.

A similar solution is proposed in [5]. The algorithm developed in the study is designed to find
the optimal shortest path in each network that satisfies certain constraints under the control of the
ONOS controller. But in this article, the author did not analyze the scalability and fault tolerance of
their algorithm. They did not consider the necessity and possibility of convergence based on dynamic
changes in the network, such as changes in the traffic structure or node failure.

There are publications that suggest routing process by distance vector in a software-defined
network. For example, in [6], multipath routing is applied according to the route determination
criterion. When determining the main path to the final host, routes from intermediate links to it are
also calculated, which contributes to a more even distribution of the load. Then the route information
is saved and is not recalculated for previously formed paths. This approach is quite promising and
fully implements the concept of SDN. But still, it does not provide a benefit in case of dynamic
changes in the network configuration. It often requires reformatting of the settings on the part of the
controller.

Some of the studies criticize the routing by building shortest paths. In [7], a new energy-
efficient routing algorithm is proposed. It utilizes the Naive Bayes algorithm to dynamically distribute
traffic evenly across relay nodes based on their energy levels and proximity to the sink node. Authors
convince that extensive experiments with the use of their algorithm demonstrate its superior
performance over the widely known Dijkstra's algorithm. The problem is, the authors’ solution is too
limited in use and there is no analysis of the resource utilization. Because of that, it is hard to
understand whether the solution can really reduce the expenses while building an SDN architecture.

Considering the existing problems, there is a need to create a comprehensive solution for
practical implementation in existing infrastructures, where the advantages of virtual networks and
SDN technology would be used. The solution must consider the quality of service (QoS) parameters
of the virtual channels to make data transmission more balanced and the load of the vertices to avoid
problematic areas. To be widely implemented in real SDN networks, the solution, unlike most of the
existing, should be hardware-efficient.
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3. The aim and methods of the study

The aim of the research is to increase data transmission stability in a virtual software-defined
network in case of failures of nodes and increased loads on communication channels.

The first objective of the research is to create a method for finding a set of disjoint optimal paths
that would consider various metrics of the quality of service of communication channels. The second
research objective is to develop a dynamic reconfiguration mechanism for SDN switch flow tables to
be able to reroute traffic in case of individual node failure.

The object of the article's research is the process of building a virtual computer network based
on SDN technology using a modified algorithm for finding a set of disjoint optimal paths. We also
propose an improved dynamic reconfiguration mechanism in the flow tables of SDN switches.

The subject of the article's research is appropriate methods of building a virtual computer
network based on SDN technology, which, due to dynamic reconfiguration, allows to increase the
speed and quality of data transmission to the addressee.

The research methods of the article are the search and analysis of theoretical material about
virtual computer networks, routing algorithms, principles of operation of SDN networks and
controllers. In the research process, the methods of comparative analysis, statistical analysis, metrics
of computational complexity, metrics of speed and amount of data transfer, software tools for
modeling were used.

4. Methods of creating the virtual SDN network
4.1. Method of creating a link weight matrix based on links QoS metrics

The topology of any computer network can be represented as a directed graph G(V, E), where
V means all the nodes of the network, and E means all the connections between them. Each connection
e, €E has its own properties such as available bandwidth Ae, delay pe, and packet 10ss pe.

When a routing request is made, the network status and metrics are updated to improve the
accuracy of available resource data and determine a path that satisfies quality of service parameters
[8]. The task of searching for the shortest path is to find a route P from the source node s to the
destination node d that satisfies different network parameters. It allows achieving lower time costs
for communication between nodes than alternative routes at the same time. For the path P, we define
its construction function.

The main QoS metrics, which are considered when building routes, are as follows.

The hops metric indicates the number of connections between nodes s and d. In this case, the
cost of each hop (and, accordingly, the weight of each edge of the graph of the topological picture) is
equal to 1 as in formula (1).

h(P) = Zu,veP e, (1)

where h(P) is the number of hops in the path.
The bandwidth metric denotes the minimum bandwidth between nodes s and d, and the cost
metric of each channel is set inversely proportional to the bandwidth of that channel as in formula

).

A(P) = minyeep |}, ©)

where A(P) is the minimum of the available bandwidths for links on the path.

The path delay metric is the sum of all the link delays that occur during the transmission of data
as in formula (3).

p(P) = ZeeP €u (3)

where u(P) is the total path delay.
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The packet loss metric indicates the percentage of lost packets compared to the total number of
sent packets (respectively, a zero value of the metric means no packet loss) as in formula (4).

p(P) =1- HeeP(l - ep)’ (4)

where p(P) is the percentage of lost packets relative to the number of sent packets.

In existing solutions, when performing network routing tasks, only individual quality of service
metrics is always considered, but not all together. This is due to the load on the low-performance
hardware in the routing devices, which the developers of these devices usually do not calculate for
heavy computing loads. For example, the RIP protocol considers only the number of hops between
nodes when building its routing tree. The OSPF protocol performs a search for the shortest paths by
the number of transitions and considering the status of the communication channel (only available
bandwidth). This feature limits the possibilities of building the effective communication in the
network [9].

The delay function is additive. This means that the value of the total delay is always equal to
the sum of the delays on the individual channels regardless of their order in the path. The bandwidth
function is concave and has a negative second derivative. The packet loss function is multiplicative.
This means that the value of the function for the product of the parameters is equal to the product of
the function values for each of these parameters. On the other hand, it can be transformed into an
additive function by taking the logarithm of the ratio. In this case it is possible to ensure network QoS
[10].

To evaluate the performance of the path, we consider throughput as a performance measure that
characterizes the successful delivery of data Es: over the communication channel. In this case, it is a
path where Es; is the received dx data from the si source, excluding retransmitted rgata data during
the entire observation time Tt as in formulas (5), (6) [11].

Eg,
th = T_tt’ (5)
where, respectively:
Eg, = Stx=(drx—Tdata) (6)

Stx

The shortest path algorithm must determine the route with the lowest link cost, defined by a
value inversely proportional to the available bandwidth of each link. Dijkstra's algorithm is usually
used for this type of search. Since four different metrics were chosen for the formation of routes, the
options for finding the shortest path using Dijkstra's algorithm should be formed by working it out
for each of them separately. Then they are combined into a single output matrix. It is necessary to
consider the parameters of the path with the least number of hops, the cost of bandwidth, delay and
packet loss [12].

A path of minimum hops denotes the shortest path with the least number of hops between a
source node and an end node as in formula (7).

H = min (h(P)). ©)

The minimum bandwidth cost path represents the least available bandwidth among the available
links as in formula (8).

B = min(A(P)). (8)

The minimum delay path represents the smallest of the total delays of the available routes as in
formula (9).

D = min(u(P)). (9)

The path with minimum packet loss represents the lowest percentage of packets lost when
transmitting data using the available routes as in formula (10).

L =min(p(P)). (10)
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By changing the minimum forwarding cost for the metric which is used to evaluate the
construction of the shortest route, it is possible to dynamically choose a path for data between the
source node and the destination node.

The priority of considering the QoS metrics of network’s communication channels will be
determined by the network user himself. Based on the requirements for administration, it is proposed
to determine the priorities of the QoS parameters by using whole numbers which we call prioritization
coefficients. For example, the consideration of bandwidth availability is more important to network
data exchange than the number of required hops between switches. Then the prioritization coefficient
for the Bjj matrix will be set higher than the Hijj matrix factor by a certain amount.

The possible division of the network into segments involves calculating the weights of the edges
of the subnet graph separately in each segment. To exchange data between devices within the same
segment, no additional actions, other than those already described, are required. In case data must
pass from one segment to another through some certain nodes, the segments should be considered a
single entity. Thus, for x segments, their matrices Kj; will be combined through summation. But the
prioritization coefficients in each segment can be determined separately and considered at the stage
of summation of conditional matrices of the segment [13].

We have a general mathematical representation of the formation of the weight matrix Kij. It is
formed by the optimized Dijkstra algorithm for finding the most optimal path between network
devices as in formula (11).

Kij = Yxen<(@ Hij + b Byj+c - Dyj + d - Lyj )y, (11)

where a is the hops prioritization coefficient; b — bandwidth prioritization coefficient; ¢ — delay
prioritization coefficient; d — packet loss prioritization coefficient; x is the number of the segment
(subnet).

4.2. Method of prioritizing the paths by the nodes’ reliability

To improve the quality of traffic transmission, the controller must collect information not only
about the state of connections between nodes. In practice, switches and routers have their own
hardware or software flaws that prevent them from forwarding packets between their ports in a
completely error-free manner. The SDN controller has the ability to dynamically collect and update
node statistics and store them in its memory. To do this, it analyzes the number of packets passing
through the switch. Then it compares the volume of traffic received by the input port and that sent
through the output port. This ratio is proposed to be called the reliability coefficient of the node as in
formula (12).

pi =2, (12)
where eout is the number of packets sent from the output port during a period of time; ein is the number
of packets received by the input port during the same time.

Let us consider some route which should be analyzed to calculate the probability of packet loss
due to the unreliability of nodes. This time we would not consider the quality of service metrics of
the links. Based on the ratio of the number of packets successfully sent from the input port to the
output port of each switch to the total number of packets sent from the first node, it is possible to
estimate the reliability of each node pie (0, 1].

To calculate the probability of packet loss P(Aj) for a route from a set of disjoint paths, it is
suggested to use the formula (13) for the product of independent events [14]:

P(4;) = 1—-TII%,(py. (13)

where P(A)) is the probability of losing a packet when it is transmitted along path j, piis the node
reliability coefficient.

The reliability of nodes is not a metric of the quality of service of links, therefore it is not
summed up in the general conditional weight matrix according to formula (11). It is proposed to be
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used not as a criterion, but as a limitation. With certain network settings it can be used in path selection
scenarios if the administrator needs it. For example, some rule can be specified, according to which
one of the alternative routes, which has a higher cost in terms of link QoS metrics, but a lower
reliability of the nodes, can be considered the main route. Another option of setting the rule is to
exclude a route with too low reliability of nodes from the list of alternative disjoint routes. In this
case this route will be ignored by the controller for traffic routing.

5. Results of method implementation for a virtual SDN network graph
5.1. Calculating and building the paths
There are 10 nodes in the experimental graph. It is assumed that node 1 is the starting point,
and a path must be built to node 10 (Fig. 1).

Fig. 1. Network graph after construction and prioritization of communication channels

During its calculations, the controller needs to form a set of disjoint routes from the source
vertex to the addressee or conclude that it is impossible to establish a connection between them [15,
16].

Based on the requirements for prioritization coefficients and network state metrics at the time
of traffic generation, the SDN controller should perform the calculation of the generalized conditional
matrix based on formula (11) as follows in formula (14):

K;; = X.(5H + 2B + 10D +5L), (14)

where H, B, D and L are the corresponding weight matrices of the edges of the graph.

Based on the obtained matrix, according to the transition graph, two optimal communication
channels can be formed: 1-4—-6—7—8—10 and 1»2—5—-9—-10.

When using the restriction on the reliability of individual nodes pi=0.9 for the same problem,
the first route will remain unalternative. When combining the probabilities of packet loss as
independent events, this route is generally less reliable. But the second alternative is the route passes
through vertex 5, which has unsatisfactory reliability according to the requirements, because ps < pi.
Because of that, the unreliable vertex will be removed from the list of vertices available for data
transmission. The second route only ceases to be suitable for data transmission.

So, the route 1 is determined as the only optimal route for data transmission based on the process
of dynamic network reconfiguration, which is shown in fig. 1.
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5.2. Dynamic reconfiguration of the network after cutting off the nodes

With the centralized approach capabilities provided by the SDN controller, network
reconfiguration can be performed. This will make data transmission to be continued seamlessly for
the network state graph depicted in Fig. 1.

After selection of the optimal data transfer path, route 1—+4—6—7—8—10 is the only route that
is appropriate for transferring data according to the requirements. We suppose that vertices 4 and 6
have been removed from the physical topology and can no longer transport data. At the same time,
the network continued to function during their removal, and according to the requirements, it should
perform data transfer between vertices 1 and 10 without interruptions for the convenience of users.

The full algorithm of dynamic reconfiguration after the reconstruction of communication
channels has begun in the SDN network, is shown in Fig. 2.
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Fig. 2. Block diagram of SDN network dynamic reconfiguration algorithm
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As soon as network nodes stop transmitting traffic, the SDN controller receives a notification,
and then begins the process of reconfiguring the network to redirect the traffic [17]. The first thing it
checks is the possibility of choosing an alternative path from the set of paths that were built earlier.
The first from the list of the most optimal paths will be selected for traffic transmission. If there are
no alternative paths, then the process of searching for new detour routes takes place. From a technical
point of view, it is the same process of building communication channels as proposed earlier, but for
a graph that includes information about previously defined network features. Vertices 4 and 6, as well
as all connections to them on the graph, are missing due to the unavailability of these nodes for data
transmission. In addition, the graph does not show vertex 5, which was removed during the
construction of the original communication channels due to its non-compliance with reliability
requirements.

In order to avoid a delay in the construction of a new packet transmission route, all QoS
parameters that were calculated earlier are considered the same during reconfiguration. Thus, the
graph with the weights of the edges, on the basis of which the costs of the routes are determined, is
ready for analysis by the controller. The only technical problem that it needs to solve in order to build
a new communication channel is to choose the least expensive route between the source vertex and
the destination. This can be done through a one-time use of Dijkstra's algorithm. After a stable
connection is established and data transmission resumes, the controller will recalculate the QoS
parameters of links and the reliability of nodes. After that, it will carry out a planned reconfiguration
of the network topology and, if necessary, change the optimal communication channels.

With the help of the proposed method of building communication channels and dynamic
reconfiguration, the SDN controller is able to ensure stable, fast and reliable data transmission in the
computer network. Due to automation, the time spent on building and prioritizing communication
channels between vertices is much less than for traditional networks.

The topological graph of the network, on the basis of which the controller carries out emergency
reconfiguration after some nodes have disconnected is shown in Fig. 3.
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Fig. 3. Construction of a workaround after some part of the nodes were disconnected

Instead of the route 1-4—6—7, which turned out to be unavailable after disconnecting the
nodes, the controller has the opportunity to choose the valuable route 1—=3—7. The traffic to vertex
10 would be sent through the working segment 7—8—10 instead of direct connection 7—10.



45 Information, Computing and Intelligent systems N2 4, 2024

6. Analysis of the obtained results

Implementation of the proposed methods of forming the communication channels and
transmitting traffic in a software-defined network consists of the following. At first, it is the
calculating QoS metrics for each of the links between devices in the network and then creating a set
of disjoint paths using the modified Dijkstra algorithm. Then using the generalized weight matrix of
QoS metrics of communication channels, there is a need to choose the most optimal path among the
set of alternative disjoint paths. Using node reliability coefficients as constraints for choosing the
optimal path between vertices, the main route from a set of alternatives can be chosen.

Finally, if in the process of traffic transmission there is a failure in the intermediate links of the
network, then monitoring data of the SDN controller are used for reconfiguration and bypassing the
problem area. This allows the controller to quickly choose an alternative path for sending traffic and
build a new path based on already known data about communication channels in the network.

Due to the centralized approach to the traffic transmission based on SDN technology, the central
controller has the current data about the topology, the state of nodes and the loading of communication
channels in its memory. Therefore, it is able to perform the effective calculation of the most optimal
paths between nodes when the topological graph of the network was changed. Unlike traditional
networks where the service information is stored in each device, the SDN controller, having all the
necessary data about the nodes, can effectively regulate the data transmission.

The expected result of the implementation of the proposed method on the SDN controller is an
increase in the speed and reliability of traffic transmission. It would also lead to a uniform loading of
communication channels according to the parameters of their quality of service. Unlike alternative
methods of data transmission in SDN networks, the proposed method provides path calculations that
require moderate amount of resources and simpler approach to be implemented in existing SDN
controllers’ software solutions.

Further research in this direction will include: checking the capabilities of the controller for
routing in the network when scaling the topology and transmitting a large amount of traffic through
network devices; comparison of the performance of the controller based on the proposed algorithm
for different topologies.

7. Conclusions

After the completion of the study, both defined tasks were accomplished. Based on a combined
QoS matrix a virtual network can be created. It was described how the SDN controller will consider
various network parameters in order to speed up and stabilize data transmission between hosts. In
order to reduce the amount of lost data and increase the efficiency of communication channels, a
method of building optimal communication channels in SDN networks was proposed. It considers
quality of service parameters and node reliability coefficients. The network administrator is asked to
set the prioritization coefficients for the QoS metrics and the rule for limiting the reliability of the
nodes. After that the controller selects the main route and sets the hierarchy of backup routes. The
controller uses this information to organize the reconfiguration of the network in case of failure of a
section of the network and to bypass it by modifying previously formed routes.

The second task of the research was accomplished by describing the method of dynamic
reconfiguration for the SDN network. It has been demonstrated that excluding problematic vertices
from the network graph can reduce the time complexity of building the communication channels. In
addition, the presence of disjoint routes allows the controller to avoid problem areas in data
transmission in advance. This reduces the probability of transmission interruptions and reduces the
time it takes to update network data.
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VY naHiil cTaTTi OpeCTaBIeHU ONMKUC METOAY MiJBULICHHS CTAaOLILHOCTI MepeAayl JaHUuX y
nporpaMHo KoH$piryposatiii Mepexi (SDN) muisixoM ii quHaMIYHOT peKOHDIrypariii 3 ypaxyBaHHSIM
napameTpiB skocTi o0ciyroByBanHs (QO0S) kaHamiB 3B’ 3Ky Ta HaIHHOCTI BY3JIiB.

IcHytoui anroputmMu He 3a0e3MeuyrOTh KOMIUIEKCHE BHPINICHHS 3a/adyl BU3HAYEHHS
HaWOMTUMAJIBHIIIIOTO NUISAXY, IKUI OM 3a0e3nevnB 3'€ THaHHS BiJl BUX1THOT TOUKH /10 ajfipecaTa. Humu
BpPaxXOBYIOThCS JIUIIE OKPEMI MapaMeTpyu MEPEeXki, B 3aJIEKHOCTI B/l IKUX BUTPATH 4Yacy Ha 3B’A30K
MDK BY3J1aMH € MEHIIUMH, HUK Y BUMAJKY 3 IHIIUMU Mapiipyramu. B ymoBax 3pocTaHHs KUTbKOCT1
KOPHUCTYBauiB KOMIT'IOTEPHHUX MEpPEX Ta KUIBKOCTI BY3JIOBUX KOMYTATOpIB, ICHYE aKTyalbHa
npo0ieMa MiIBUILEHHS CTa0UIbHOCTI IIepeiayl IaHUX Yy PO3Traly>KeHUX KOMIT I0TepHHUX Mepexax. Lle
MIPOTIOHYETHCSI BUPIIIUTH Yepe3 ypaxyBaHHS MapaMeTpiB SIKOCTI 0OCITyroByBaHHS KaHAIIIB 3B’S3KY
pu oOyA0B1 MapIIPYTiB.

MeToro AOCTDKEHHsI € MIABUIICHHS CTIMKOCTI mepeaadi JaHUX Y BIpTyalbHIA MpOrpamMHO-
KOH(}IrypoBaHiii Mepexi B yMoBax 300iB BY3J1iB 1 30UIbIIICHHS] HABAHTAXEHHS Ha KaHAJIU 3B’ SI3KY.

[lepmM 3aBAaHHAM JOCIHIIKEHHS € CTBOPEHHS METOJYy MNOIIYKY MHOXHHU HENepecidHHX
ONTUMATBHUX IUISIXIB, IO BpaxoByBasia OM pi3HI METPUKHU SIKOCT1 0OCIyTrOByBaHHS KaHAJIIB 3B’ SI3KY.
Jpyrum 3aBaaHHSM JOCHTIKEHHS € po3poOKa MEeXaHI3MY JUHAMIYHO1T peKOHIrypartii s TabiauIh
MOTOKIB KoMyTaTtopiB SDN, 1mo0 MaTu MOKJIMBICTh TIepeHANPaBIATH Tpadik y pa3i 30010 OKpeMHX
BY3JIIB.

B xoai nmocnimkeHHs mepiue 3aBJaHHs Oylo BHKOHaHE MaTeMaTHMYHMM OOIDYHTYBaHHSAM
moOyI0BU y3araJlbHEHO1 BaroBOi MaTpHIIl IMEPEX0IiB MK By3inamu rpada mepexi. [Ipu crBopeHHi
3alUTy Ha BU3HAUEHHs MapLIpyTy [Uid Tpadiky y Mepexi ii cTaTyc Ta MOKAa3HUKU OHOBIIIOIOTHCS 3
METO0 30UIbILIEHHS TOYHOCTI IaHUX NP0 JAOCTYIIHI PECYPCH Ta BCTAHOBJIEHHS ONITUMAJIBHOTO LUISXY,
IO BIAMOBIAa€ KpUTEPLsIM AKOCTI 0OcimyroByBaHHs. [IpomoHyeThCs BpaxoByBaTH Uis MOOYIOBHU
[UISAX1B YOTUPH METPHUKH SIKOCT1 00CTYrOBYBaHHS: KUIbKICTh MEPEXOAIB MK BEpIIMHAMH, JOCTYITHY
CMYT'y IpOIYCKaHHS, YacoBY 3aTpUMKy Ta BIJICOTOK BTPAauyeHMX IMAKETIB. 3a JOIOMOIOIO
y3arajibHEHOI BaroBoi MaTpuLi nepexois, Koutpoiep SDN o6upae HaloNTUMATBHIIUI HIISX cepes
HaboOpy aNbTEPHATUBHUX HelepeciyHuX HUIsAxXiB. [IoTiM BUKOPUCTOBYIOUM KOE(IIEHTH HAAIMHOCTI
BY3JiB K OOMEXEHHS i1 BHOOpPY ONTUMAJIbHOIO ILISAXY MDK BEpIIMHAMH, KOHTpoJep obupae
OCHOBHMH MapIIpyT 3 MHOXHHM aJlbTEpPHATHUB 3TiJJHO BCTAHOBJICHIH aJMIHICTPATOPOM BHMO31 JI0
Ha/IIHOCTI BY3JIiB, @ 1HII1 MaplIPYTH BBAXKAE PE3CPBHUMM.

Jlpyre 3aBAaHHs Oy/o BUpILIEHE MPOIMO3UIIEI0 METOY AMHAMIYHOT peKOH(Irypalii Mmepexi 3
BUKOPHUCTaHHSAM BIIOMHX HIUIAXIB. SIKIO y mpolieci nepenadi Tpadiky BUHUKAE 301 y IPOMBKHUX
JaHKaxX Mepexi abo KaHajax 3B’A3Ky MDK HUMH, TO JUId peKoHdirypamii Ta 00xoay mpoobiaeMHOi
JUISTHKA BUKOPUCTOBYIOTBCS MOHITOPUHIOBI faHi SDN KoHTpoJiepa, 10 J03BOJISIOTh ONEpaTUBHO
oOpaTu aJbTEepHATUBHUN IIIAX JJI HaJCWIAHHS Tpadiky i moOyayBaTH HOBMH IIISX Ha 0asi Bxke
BIJIOMHUX JIJAHUX PO KaHAJIU 3B 513Ky B MEPEXKI.

OTtpumani pe3yabTaTu TEOPETHUHUX JIOCITIKEHb CBIIYATh PO MPaBUIIbHICTh O0OpaHUX pillleHb
Ta MPOIO3UIIIN JJIs MOCTaBJIEHUX Y CTATTI 3a/1a4.

Kntouoei cnosa: SDN, GaratonuisixoBa MapuipyTH3allis, BipTyajibHa Mepexa, AnHaMiuyHa
peKoHbIrypaiisi, TOMOJIOTisA



