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A method of using random geometric intersection graphs for generating the topology of
software-defined networks when using wireless communication methods is proposed. The influence
of the level of use of the data transmission channel on the qualitative characteristics of data
transmission was studied. The use of different configurations of the IEEE 802.11 protocol was
considered and the speed and delay at different levels of WiFi channel load were compared.
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1. Introduction

Software-defined networks are gaining popularity due to the possibilities of more efficient
management of heterogeneous networks. The reason is a large number of network devices, which
have differences in the management and construction of large computer networks. The lack of
standardization of network device operating systems presents a challenge in configuring, collecting
telemetry, and further managing each individual network device.

The use of SDN (Software defined network) technology provides the ability to solve routine
tasks on devices that support the Openflow protocol. The protocol makes it possible to build networks
using equipment from different vendors, which may differ in improved properties in certain usage
scenarios.

The dimensionality of networks and the globalization of businesses are increasing, so the needs
for effective network management and increasing the speed and reliability of data transmission are
becoming more urgent. The main task of the efficient operation of the devices is to increase the fault
tolerance of the network and improve its speed characteristics. The spread of remote work requires
the adaptation of infrastructure components in enterprises to safely and quickly reconfigure according
to business needs. Therefore, the development of new methods for reconfiguring the topology of
computer networks and improving the characteristics of data transmission are among the most urgent
problems of the industry.

2. Literature review and problem statement

One of the key components of SDN networks is the controller, which is at the management
level (Northbound) and performs configuration, monitoring and management of end devices
(Southbound). Different controller implementations have different characteristics.

The study [1] examines the performance of the network in view of the use and comparison of
different types of controllers. The authors stated that the OpenDayL ight and Floodlight controllers
have a higher bandwidth compared to the Open Network Operating System (ONOS), NOX, POX,
RYU controllers. However, compared to other controllers, ONOS has a more flexible API and allows
implementing different routing and traffic processing algorithms. Though, the authors do not consider
the issue of improving efficiency by changing the connections between Southbound devices, or
comparing the operating systems (OS) of the devices themselves.
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Farhan et al. [2] describe the growth trends in the amount of encrypted traffic on the Internet in
connection with the spread of automated and free certificate issuance services for encryption. The
share of free LetsEncrypt certificates has increased and reached 90% of the market as of 2021. With
the advent of such services, almost all services work using the HyperText Transfer Protocol Secure
(HTTPS) protocol. These circumstances create certain difficulties in using classic methods of shaping
or redirecting traffic.

Research [3] shows that DPI (Deep Packet Inspection) technology is used for effective
classification of encrypted traffic, which, unlike classic firewalls, analyzes not only packet headers,
but also the payload starting from the channel level of the Open System Interconnection (OSI)
network model. Deri et al. [3] compared different traffic recognition algorithms and found that the
nDPI library recognizes different types of traffic with greater accuracy than the Protocol and
Application Classification Engine (PACE), Libprotoident and the Universitat Politecnica de
Catalunya Machine Learning Algorithm (UPC MLA). This approach provides the ability to configure
Quality of Service (QoS) more efficiently, because the uneven loading of communication channels
caused by the inability to identify the type of traffic and determine its priority is a widespread problem
in SDN networks [4].

A large amount of research is devoted to increasing the fault tolerance of wireless SDN
networks and improving their characteristics. In the researches Li et al. [5], the problem of increasing
the number of IoT devices in the field of medicine, which are used to read indicators of vital functions,
is considered, there was a need for low delay in the transmission of information for critical patients
using orthogonal multiplexing.

The work [6] presents an algorithm that describes the effective use of Overlapping Basic
Service Set/Preamble Detection (OBSS/PD) threshold levels. This is a continuation of the
development of Dynamic Frequency Selection (DFS), which allows analyzing the degree of channel
congestion and selecting the least busy ones and adapting the channel width. Also, the Institute of
Electrical and Electronics Engineers (IEEE) 802.11h standard introduced Transmit Power Control
(TPC), which allows reducing the transmitter power to reduce interference with other networks.

The latest versions of the 802.11 protocol solve one of the main problems of wireless
communication - signal interference. Since the first versions of the protocol (802.11 b, g, n) had only
3 non-overlapping channels out of 13 available with a width of 22 MHz. The development of
frequency scanning in which access points operate led to the emergence of the IEEE 802.11bh
protocol, which aims to expand the capabilities of room sensing using Wireless Fidelity (Wi-Fi)
technology [7]. This approach will allow adding scenarios for the use of wireless communication in
modern Internet of Things (1oT) systems.

The considered literary sources allow us to state that it is reasonable to conduct a study of
improving the fault tolerance of Southbound connections of devices in a wireless SDN network and
the use of different operating modes of the IEEE 802.11 protocol.

3. The aim and objectives of the study

The purpose of this study is to develop a method of reconfiguration of software-defined wireless
networks to increase network fault tolerance and improve data transmission characteristics. This will
make it possible to continue data transmission and prevent the loss of information when certain
communication channels are lost, or they are overloaded by other networks or means of influence.

The object of research is the process of generating the topology of a software-defined network
using graph theory, namely, random geometric intersection graphs. Also, the object of the study is
the impact of the wireless communication channel load on the quality characteristics of the data
transmission channels.

To achieve the goal, the following tasks are set:

— to develop a method for generating the topology of the SDN network using a random
geometric intersection graph.
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— to determine the influence of the wireless channel load indicator on the data transfer rate.
Conduct research with different types of access point settings in IEEE 802.11 n, ac, ax protocols with
different MIMO modes.

4. Methods of reconfiguration of software-defined wireless networks
4.1. A method for generating the topology of wireless SDN networks using random geometric
intersection graphs

One of the fundamental tasks of SDN networks is the generation of network topology for further
use in the construction of data transmission routes between different points in the network. For an
effective solution to this problem, it is suggested to consider the SDN network as a graph, where
network devices are vertices of the graph, and network connections are edges. Since the construction
of wireless SDN networks is considered in this work, the vertices of the graph do not have constant
connections between each other and can be reconfigured over time due to a change in certain
parameters of communication channels, their degradation or a decrease in quality characteristics.
During the study of the optimal choice of SDN network topology generation using different graphs,
the following types of graphs were considered: Erdés—Rényi graph, random geometric graph, and
random geometric intersection graph. Since in SDN networks devices belong to managers
(Northbound) and subordinates (Southbound), there is a certain need for clustering. The Erdés—Rényi
graph or binomial graph was introduced in 1959 at the same time as Edgar Hilbert's graph [8]. In such
a graph, connections between two vertices have probability p € (0, 1) [9]. The problem of using this
type of graph in an SDN network is its low clustering coefficient and at a certain level of probability,
a large number of vertices are isolated. An example of such a graph is shown in Figure 1.

® [
Fig. 1 Graph Erdés—Rényi (n = 30, p=0.2)

Thus, certain vertices may have no connection with others at all, which is unacceptable, and the
position of the vertex relative to others is not taken into account when constructing connections.

Unlike the Erdés—Rényi graph, the random geometric graph has a much smaller number of
isolated vertices and takes into account the locations of the vertices when building connections. The
clustering coefficient for such a graph is determined by the formula (1) [10]:
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Thus, the clustering coefficient of the graph depends only on the dimension of the graph and is
a constant value. The graph of the dependence of the clustering coefficient on the dimension of the
graph is shown in Figure 2 [10].
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Fig. 2 Graph of dependence of clustering on dimension
for random geometric graphs of intersections

An example of a random geometric graph is shown in Figure 3. In this graph, there is a large
number of local clusters connected by vertices with a lower degree.

[

Fig. 3 Random geometric graph (n = 200, p = 0.125)

When using this type of graph in SDN networks, switches can be represented as vertices of the
graph and connected according to the random geometric graph algorithm. However, in this case, there
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is no clear correspondence of the graph clusters to the management level, which controls the
Southbound switches.

A random geometric graph of intersections can completely cover the need to generate an SDN
network topology. This is a type of graph that is a combination of two types of graphs: a random
geometric graph and a graph of intersections [11]. In this case, you can display Southbound switches
as a set of vertices V and Northbound control routers as a set of vertices U. The next step is to
distribute the vertices in the given space according to the Poisson distribution. After that, primary
connections of switches with routers are formed by analogy with random geometric graphs. The next
stage is the formation of connections between the vertices of two v, if they both have connections
with the corresponding vertex u by analogy with the graph of intersections. In this way, clustering of
switches occurs mainly due to the geometric location relative to routers. This allows to have a large
number of alternative routes to different vertices and build a fault-tolerant topology. If necessary, it
is possible to generate alternative topologies that work at other frequencies. In this way, the graph
has several dimensions and the geographical binding of the switch to the router, which allows you to
effectively monitor the use of communication channels and reconstruct traffic according to needs.
The block diagram of the algorithm for generating the topology of a software-defined network using
a random geometric graph of intersections is shown in Figure 4.
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Fig. 4 Diagram of the SDN network topology construction algorithm using a random
geometric graph of intersections
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The NetworkX 3.3 library and Neo4j 5.20 graph database were used to generate the topology.
A module was developed that created a graph object based on the entered number of Southbound and
Northbound devices and radius. The module also communicated with the Neo4j database in order to
save and use the SDN network topology graph in further research.

4.2. Investigating of communication channel congestion

When using networks of the 802.11 standard, quality indicators of the network, such as data
transfer speed, delay, packet loss, depend on the load of the communication channel. When
investigating the impact of the communication channel load, the Asus AX-56 WiFi adapter on the
Realtek RTL8832AU chipset with 802.11ax and MIMO 2x2 support was used; network WiFi card
Asus PCE-ACB88 with support for 802.11ac and MIMO 4x4; firewall Cisco Adaptive Security
Appliances (ASA) 5506-X Internetworking Operating System (10S) 7.18(1)152); WiFi access point
with a Cisco Catalyst 9115 controller with support for 802.11ax, MIMO 4x4, 160 Mhz, 10S
17.09.04a. With the help of the inSSIDer utility, an analysis of the use of radio air was carried out
and a list of access points with supported 802.11 protocols, the used WiFi channel and the level of
the dBm signal was created.

The network was configured and data transfer rate and latency measurements were made using
the iperf utility. The measurements were carried out at different load levels of communication
channels and by configuring the network for different 802.11 protocol standards with different MIMO
modes.

5. Results of investigating the method of reconfiguration wireless SDN networks
5.1. Analysis of the relevance of methods of using random graphs in SDN networks

The scientific value and relevance of the research lies in the use of random geometric
intersection graphs for topology construction in software-configured wireless networks. In the course
of the study, the key parameters important in this type of networks were identified: The clustering
coefficient, the presence of isolated elements of the graph, proximity to control elements. In the first
stage, the positions of Northbound and Southbound switches were generated. Visualization of their
mutual location can be seen in Figure 5.

Fig. 5 Result of placement of devices in space

At the second stage (Fig. 6), intermediate connections between Northbound and Southbound
devices are formed. In the formation of these connections, a large role is played by the radius, which
affects the appearance of connections between vertices. Using a large radius will result in excess
connections and increase the average degree of the vertex. Decreasing the value of this parameter will
result in a greater number of isolated vertices.
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Fig. 6 Result connections between Northbound and Southbound devices

At the third stage (Fig. 7), permanent connections are formed between Southbound devices,
provided that both Southbound devices had an intermediate connection with the same Northbound
device. This allows you to achieve local clustering by increasing the number of connections between
devices that are at a distance equal to the radius value.

Fig. 7 Result connections between Southbound devices

Thus, it was established that to increase the fault tolerance of a wireless software-configurable
network, it is necessary to have a greater number of short links, given the proximity to the control
device. In this way, the network capacity will be greater, since the signal level drops and the quality
characteristics degrade as the distance increases. Therefore, the use of a random geometric graph of
intersections is the most optimal choice considering the architecture of SDN networks and the general
approach to building such networks.lIt is worth mentioning that this topology generation method can
be used not only in wireless SDN networks. Thus, reconfiguring links between devices can take
longer and be more difficult to implement.

5.2. Study of the impact of communication channel congestion in wireless networks
In the course of the study of the impact of congestion, a report on the use of IEEE 802.11
wireless network channels was obtained. The report can be seen in Figure 8.
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Fig. 8 Report of the inSSIDer utility

It was established that the highest load of channels occurs in the frequencies of the 2.4 GHz
range, namely, channels 1, 4 and 7 have a load of 50%. This is due to the greater prevalence of the
IEEE 802.11n protocol. Channels in the 5 GHz band are less loaded, and upper-level channels (above
100) have no load at all, as they are more common in the business segment.

In the study of the impact of wireless communication channel congestion, attention was paid to
the MIMO parameter, which significantly increases the speed. The results of the download speed
study can be seen in Figure 9. As the percentage of channel utilization increases, the transmission
speed in it drops from 570 to 183 Mbit/c in 802.11ac 4x4 MIMO mode.
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Fig. 9 Dependence of the download speed on the load of the data transmission channel

When using a newer protocol, however, with a lower MIMO parameter, the speed also
decreases by almost 2 times. However, it should be mentioned that the use of an increased number of
transmitters and receivers reduces the influence of the channel load on the speed. Despite the
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increased dimension of QAM in the 802.11ax protocol, the speed compared to 802.11ac is 1.5-2 times

lower, depending on the channel load.
Similar measurements of the unloading speed are presented in Figure 10.
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Fig. 10 Dependence of the download speed on the load of the data transmission channel

Figure 11 represents the graph of the dependence of the delay on the channel load. The IEEE
802.11n protocol operating in the 2.4 GHz range is the most vulnerable to channel congestion. When
the channel is loaded at 50%, the delay reaches 15 ms, which does not meet the requirements for
video conferences and other types of communication.
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Fig. 11 Dependence of the delay on the load of the data transmission channel

Alternatively, when using 802.11ac or 802.11ax and channels in the 5 GHz range, the delay
increases to 5-6 ms, which is an acceptable value for the transmission of audio and video
communications. It should also be noted that the influence of the MIMO parameter on the delay is
not significant, in contrast to the data transfer rate. When using the 4x4 mode, the difference in delay



Method of Dynamic Reconfiguration of Software-Defined Networks 34

is 1ms. These results show that the 5 GHz band is better for streaming audio, video and remote
communication.

6. Discussion of the results of the study of reconfiguration methods
of wireless SDN networks

The use of random geometric intersection graphs makes it possible to increase the clustering
coefficient without creating redundant connections by taking into algorithm the position of
Southbound devices relative to Northbound devices. The developed topology generation method
allows generating alternative topologies for switching in case of increased traffic on the
communication channels of the selected band. This makes it possible to increase the fault tolerance
of the network and the speed of topology reconfiguration.

The obtained results of the study show the influence of the channel load in the WiFi network.
When the load on the communication channel increases, the speed of information transmission
decreases, and the delay increases. At the same time, older WiFi protocols 802.11 b, g, n have greater
losses in the quality of data transmission than newer protocols such as 802.11 ac, ax. This is due to
the use of Beamforming technologies - signal amplification technology due to the interference of
waves from different transmitters, as well as modulation by the method of quadratic amplitudes of a
higher rate: 64 bits in 802.11n and 256 bits in 802.11 ac. However, as a result of research, it was
found that when comparing the protocols 802.11 ac in MIMO 4x4 mode and 802.11 ax in MIMO 2x2
mode, the data transfer rate is higher and has a lower delay. Therefore, the effect of modulation and
multiplexing with orthogonal frequency division channels, which was introduced in the 802.11 ax
protocol, has a smaller effect than the number of independent receivers and transmitters.

In further research, it is planned to use DPI technology to distribute the load between different
communication channels and evenly use all Southbound devices in the network. It is planned to
develop the dynamic switching of the width of the IEEE 802.11 data transmission channel depending
on the load and the use of neighboring communication channels by other networks to improve the
characteristics of data transmission in a wireless SDN network. Attention should also be paid to
researching the dependence of data transmission parameters on the distance of Southbound devices.

7. Conclusion

1. A comparative analysis of the use of random geometric intersection graphs in comparison to
Erdés—Rényi graphs and a geometric graph in SDN networks theoretically substantiated the
advantages of using a random geometric intersection graph in the topology generation method of a
fault-tolerant SDN network. Its ability to build connections between Southbound devices based on
the distance from Northbound devices allows to increase the fault tolerance of the network and to
create alternative routes and topologies in case of an increase in the use of data transmission channels.

2. A number of experiments were conducted to check the dependence of speed and delay on the
load of the data transmission channel in the IEEE 802.11 wireless network. Different versions of the
802.11 protocol were investigated in different frequency bands and with different MIMO parameters.
It was found that MIMO 3x3 or higher should be used to reduce the impact of channel congestion on
speed. This provides an average speed increase of 18% compared to MIMO 2x2. However, one
should take into account the influence of the distance between the devices, which was unchanged in
this series of experiments.
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B crarTti mpencrtaBieHuii MeToa JAMHAMIYHOI pekoHiryparii 0e3ApoToBOI MPOrpamHO-
KOH(IrypoBaHO1 MepeKi 3 BUKOPUCTAHHS BUIA/IKOBUX T€OMETPUUHUX TpadiB MEPETUHY.

Po3mipHicTh Mepex 1 riobamizaiis Oi3HECy 3pOCTar0Th, TOMY MOTpeOU B e(PEKTUBHOMY
yIpaBIiHHI MEPEXKEI0 Ta MiABUIICHHI MIBUIKOCTI Ta HAAIMHOCTI Mepenadi JaHUX CTaloTh Aeali
roctpimiuMu.  OCHOBHUM  3aBJaHHSAM  €(QEeKTHMBHOI poOOTH MPHUCTPOIB €  MiIBUILEHHS
BIIMOBOCTIHKOCTI MepeKi Ta MOKpaIlleHHs ii IBUAKICHUX XapakTepucTuk. [lommpenHs BigaaieHoi
poOOTH BuMarae ajanranii KOMIOHEHTIB 1HQPACTPYKTYpH Ha MIANPHEMCTBAX Ui Oe3meuyHoi Ta
IIBUJIKOT MepeHaJallITyBaHHs BIAMOBIAHO 10 moTped Oi3Hecy. Tomy po3poOka HOBUX METOJIB
pexoHpiryparii TomoJyorii KOMI'FOTEPHUX MEPEX 1 MOJIMIICHHS XapaKTePUCTUK Mepeaayl TaHuX €
OJTHUMH 3 HAaHOUIbII aKTyaJbHUX MPOOJIEM ramysi.

MeTo10 1aHOTO AOCHIIKEHHS € po3poOka MeToJy pekoH]irypaiii mporpaMHO BHU3HAUEHHX
0€3IpOTOBUX MEpeX IS MiJIBULICHHS BIIMOBOCTIMKOCTI MEpeXi Ta MOKpAIIEHHS XapaKTepPHUCTUK
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nepenayi qaHux. Lle 103BOIUTH MPOAOBKHUTH Tepeaady JaHUX 1 3a00IirTH BTpati iHGopmaii mpu
BTpATi MEBHUX KaHATIB 3B's3Ky a00 X MmepeBaHTaXEHHI IHITUMH MEpeXaMH YH 3ac00aMH BILTUBY.

OO0’ eKTOM JIOCTIIKEHHS € MPOLIEC TeHepallii TOMOIOT il MporpaMHO-KOH(DIrypoBaHOi Mepexi 3a
JOMIOMOT 010 Teopii rpadis, a came — BUMIAJAKOBUX T€OMETPUUHUX rpadiB nepeTuny. Takox 00’ eKToM
JOCII/DKEHHS € BIUIMB 3aBaHTaKEHHOCT1 0€3/[pOTOBOTO KaHAJy 3B’sI3KY Ha SIKICHI XapaKTepUCTHKH
KaHaIiB nepeayi JaHuX.

Jist JOCSITHEHHSI TOCTABICHOT METH OyJIH IMOCTABJICH] HACTYITHI 3a/1a4i:

— po3pobuTH MeTo] reHeparii Tomonorii Mmepexxi SDN 3a momomororo rpada BHIAIKOBOTO
T€OMETPUYHOTO MIEPETUHY.

— BU3HAYUTH BIUIMB IMOKA3HUKA 3aBAaHTAKEHHOCTI KaHay 0€3/JpOTOBOTO 3B 53Ky Ha IIBUKICTH
nepenayi ganux. [IpoBecTw MOCHIKEHHS 3 PI3HUMHU THIIAMH HAJAIITYBaHb TOYOK JOCTYILY B
npotokonax |IEEE 802.11 n, ac, ax 3 pisaumu pexxumamu multi input multi output (MIMO).

[TopiBHSIBHUN aHaNI3 BUKOPUCTaHHS rpadiB BUIAAKOBUX T'€OMETPUYHUX MEPETUHIB Yy
nopiBHsHHI 3 rpagamu Eppema—Pensi Ta reomerpuunuM rpagom y mepexax SDN teopeTnyHo
OOrpyHTYBaB IepeBard BUKOPHCTAHHA rpada BUNAJKOBHUX I€OMETPUYHUX IMEPETHHIB y METOIl
redHepanii Tomojorii BiaMoBOcCTiiiKoi Mepexi SDN. Takox Oyl0 JIOCHIIPKEHO BILIUB
3aBaHTA)XEHHOCTI KaHaITy 3B’s3Ky B 0e3qpoToBHX Mepexax. BcraHosneno, mo mapamerp MIMO
BIUIMBAE Ha XapakTepuCTUKH Mepexi Ourbme Hixx QAM ta OFDMA.

Pe3ynprat mpakTUYHUX JOCTIHKEHb MIATBEPKYIOTH MPaBUIBHICTE OOpAaHUX METOMIB IS
pexoHpirypamii 6e3aporoBux SDN mepex.

Knrouoesi crosa: sunankosuii rpad, renepairis tomnoorii, SDN.



