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The article presents the method for statistical leaning of nonlinear model parameters, its principle
and efficiency of application. It proposes a solution to the shortcomings of using the differential spectra
balance approach through the integral form of least squares in the scheme of differential non-Taylor
transformations.

The object of the study is the process of statistical learning of nonlinear model parameters. The
purpose of this paper is to formulate the statistical learning method for evaluation of nonlinear model
parameters using LSM in integral form and differential non-Taylor transformations. It is relevant in
many areas of modern activity and is necessary for applying the statistical training methodology to a
more complex time series, as well as increasing the accuracy of the received expectations.

To achieve this goal the statistical learning methodology was proposed, which is based on the
creation of process model in integral form of least squares with simplification using non-Taylor
transformations. It differs from existing approaches by incorporating all the available differential
discretes in the created model, which allows for better predictability and circumvents the problem of
unequal count of discretes inside the models, which allows for better application of the method for
different model forms. The algorithm for the process was formed, using which it can be applied different
models. In the paper several experiments were conducted to verify the efficacy of the proposed method
in different situations. These experiments use generated datasets that are polluted with stochastic errors
to better simulate real data.

The results of modeling are shown, and the statistical characteristics of the obtained expectation are
compared with the results of the application of the statistical training methodology using the differential
spectra balance. During the study, features of the technique were found that must be considered for its
application to data with a high number of stochastic deviations. Based on the obtained metrics, a
conclusion is made about the effectiveness of using the technique relative to time series reflecting
processes of different nature.

Keywords: data science, statistical learning, time series, nonlinear models, differential transformations,
least squares method.

1. Introduction
One of the key tasks in the field of Data Science is to smooth the time series to determine the future
trend, or to establish individual parameters of the observed process. This is necessary in e-commerce
tasks (predicting trading rates, determining retail statistics and patterns in it), as well as in automated
control systems (unmanned systems, motion control systems) and other areas of application [3-5].
Time series is a common form of data representation in the following applied areas, and their
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processing is quite demonstratively represented in the following methods:

— approximations (Moving Average (MA), Exponential Moving Average (EMA),
autocorrelation algorithms of the ARIMA type) [2—4, 15];

— statistical learning (smoothing) — Statistical Learning (Least Squares Method (LSM), Kalman
filtering) [1-12, 16];

— deep learning using artificial neural networks [5, 8, 11, 17, 18].

Discrete measurements obtained because of observation of a real process always depend on
extraneous factors that are nonlinear in nature [2, 3, 9, 10]. This fact causes difficulties in using
methods for building mathematical models based on the use of approximation or deep learning. They
do not consider a priori known information about the process, and therefore the generated
mathematical models [6, 10, 11] have little predictive value and do not allow deriving specific
parameters (coefficients) of the process under study. Therefore, the most effective from the point of
view of the reliability of the result obtained and its prognostic characteristics is the use of statistical
training methods.

As a result of applying such approaches, we most often get a trained model that has a
mathematical form, which allows us to generate expectations of the future trend of the time series.
But the quality of such a model depends very much on the technique and its use of a priori information
about the process. Therefore, it is very urgent to develop new approaches to statistical learning, which
will allow considering the largest amount of information about the nonlinear nature of the process.

2. Literature review and problem statement

The task of statistical training of nonlinear models to represent the process under study can be
performed by the following well-known approaches:

Smoothing using the polynomial model [1-5] — this approach allows you to build an
approximate representation of the process at a certain observation interval, which is a limitation of
the approach. Polynomial models do not correspond to the studied process and, accordingly, cannot
be used to predict trends with sufficient adequacy [6, 7, 10].

Smoothing of a nonlinear model with linearization to a power polynomial [1, 3-5] — the
nonlinear model is formed through decomposition into a Taylor series with the subsequent formation
of a power polynomial based on it. This approach allows you to transfer certain information about
the process under study to a mathematical model, but the constraints of the convergence interval of
the polynomial remain.

Usage of numerical algorithms for iterative search of the model coefficients [2-4, 7] — this
approach allows you to obtain the desired parameters of a nonlinear model, without intermediate
power polynomials. But the use of numerical algorithms requires the researcher to a priori set initial
values to find solutions, the determination of which can be a difficult task for models with many such
parameters. Also, depending on the nonlinear complexity of the process, the solution calculation can
take a large amount of time, computing power, or simply be impossible due to accumulated errors.

In the papers [6, 7, 12], a new approach to statistical training of the parameters of nonlinear
models using a tight approximation of differential spectra [13] through the DSB (Differential Spectra
Balance) was proposed. It performs a direct transition between the empirical polynomial model and
the theoretical nonlinear one, which allows the determination of unknown parameters of the latter.
The analytical description of the process is given a priori depending on the known characteristics of
the process under study. This makes the approach effective in solving the problem of building and
determining the parameters of models of nonlinear processes. However, this method of statistical
training has limitations due to the use of a rigid criterion for approximating theoretical and
experimental models [7, 12]. That makes it impossible to apply it to a wide class of models that have
an imbalance in the P-spectra of models (have a different number of differential discretes [13]). It
also leads to the transfer of both positive and negative characteristics of measurements in the time
series (stochastic errors).

The approaches described above allow you to perform statistical training of models, but each
of them has its own drawbacks and limitations that make it impossible to apply them to a certain class
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of problems. This article discusses an alternative approach to statistical training of parameters of
nonlinear models, which attempts to solve the main problems of training using DSB.

3. The aim and objectives of the study

The purpose of this paper is to formulate the statistical learning method for evaluation of
nonlinear model parameters using least squares method in integral form and differential non-Taylor
transformations. It is relevant in many areas of modern activity and is necessary for applying the
statistical training methodology to a more complex time series, as well as increasing the accuracy of
the received expectations.

To achieve this, the following tasks were set:

1. Form an approach for the training of nonlinear model, using differential non-Taylor
transformations through the formation of a mathematical model with the integral form of the LSM.
Simplify the resulting integral using differential non-Taylor transformations and for the algorithm for
the proposed methodology;

2. Perform experiments with different data and models and compare the results of the proposed
approach with previous methods to confirm its efficacy.

4. The study materials and methods of the suggested approach to the learning of nonlinear
models using LSM and Differential Non-Taylor transformations

The material given in literature review clearly describes the gap in the ability of modern
nonlinear model learning methods. Our previous study [6, 7] suggested an approach that used
Differential Spectra Balance to solve this task, but it shows small ability to adapt for more complex
scenarios. The main issue is the necessity to have both data polynomial and nonlinear model discretes
to be equal in number. That fact often leads to the loss of nonlinear information about the process
under study, which leads to lesser prediction results.

To solve this issue, we suggest an approach, when the discretes in question are not solved as a
system directly, but firstly summed up in form of residuals. Such a process resembles Least Squares
Methods, and so it allows the formation of one singular formula from given discrets. That process
formula can be used later to form expressions for the solutions for each coefficient of the original
model, effectively giving the solution for the model learning task.

Substituting the balance for the formation of a mathematical model through the integral form
of the least squares method, as it presented later, avoids the limitation in the number of discretes.
Also, it allows to more accurately describe the nonlinear process, since it can include all possible
differential discretes from both empirical and nonlinear models.

At first, we assume that y is a time series obtained through the observation process under study.
It has stochastic errors, and is described as:

Y={Yo: Y1 Yor--s Yo} » (1)

where n is the size of the time series, and y, is the nth measurement. Approximating function f (t,c)
is nonlinear in parameters and was analytically determined from information a priori known about
the process under study.

f(t.c),c={c}, i=0.m. (2)

It is necessary to determine the values of the model coefficients c, for the smoothing process,

the amount of which is m. The selected amount should be satisfactory in terms of the selected metrics
to the original time series. We also assume that the polynomial function that approximates the original
time series has the form:

2(t)=3d . )
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where m is rank of the polynomial, which is often equated to the number of parameters of a nonlinear
model, and d; are the coefficients of this polynomial that have been determined using known methods,
such as the method of least squares [2, 3].

The method of statistical learning of nonlinear models using DSB, as described in [6, 7, 12], is
based on the transfer of characteristics from the experimental data model (2) to a nonlinear model (3).
It assumes that the latter is more adequate to the studied process, which is performed using the DNP
(Differential Non-Taylor Transformations) method [12]. In this case, the viscous &(t, ¢) between two
models is calculated by the formula:

5(c)=D( P{z(1)}, = Z(K)]-[P{f (t.c)}. = F (k)]

. 4)
=D[P{&(t.c)}. = E(k,c)] > min

where D is the generalized operations of the selected approximation criterion (hard or soft), and P is
the differential transformation operation of the model to its spectrum, described in [12]. The
generalized formula for differential transformations is:

F(k)=P{t (O}, = .[

Thus, having performed the transformation (5), the expression (4) is formed. The learning task
in this case is reduced to solving a system of equations formed through partial differentiation of the
expression by unknown coefficients of the nonlinear model:

os6(c) _
o

d f(t)

I ()

(6)

To perform this through a soft approximation criterion, it is necessary to minimize not the
residuals between the differential spectra of the two models. Rather, a certain difference between the
residuals &(t) of these two models from the expression (4) should be minimized. Thus, assuming that
at a certain interval [a, b] both models are continuous and have an infinite number of derivatives, we
can write the expression:

5(c)=] e?dt=[(z(t)~f (t,c))*dt —min,i=0.n. ()

This expression is the norm of the LSM, and it specifies the operation of transforming the
residuals from expression (4) to the integral of the square of the residuals between the experimental
and theoretical models. To formulate expressions of unknown coefficients of a nonlinear model, it is
necessary to perform a partial differentiation of the expression (7) according to (6):

05(c)_ 20(¢) _o20(¢)_, ao(c) _

; =0 8
oc aoc, oc, oc ). ®)

m

To simplify the construction of the expression (7), you need to replace the integration operation.
This can be done using differential transformations [14]. Considering that both models are
continuous, we can write the expression (7) in the form:

S[4) gem

where m is the upper limit of summation, definedas m =2k, +1, k
zero discrete among the experimental and theoretical models.

is the number of the last non-

max
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We assume, that t, =0 and t, = H , the difference in residual E(K) is the difference between

the P-spectra of the experimental and theoretical models. Then, we will be able to obtain the final
version of the expression for the formation of a system of equations (8) using the DNP method:

(10)

5. Results of research on the suggested methodology for statistical evaluation of nonlinear
model parameters

Taking all the above into consideration, it is possible to form a holistic method of statistical
training of a nonlinear model, using the integral form of the LSM in the DNP scheme. It can be written
in the algorithm form with the following steps:

1. Derive the P-spectra of the nonlinear theoretical model (2) and the experimental model (3)
using (5) in the form (4).

2. From an image of the model of the process under study in the form of an expression (10).

3. Create and solve a system of equations of the form (8) to determine the unknown parameters
of a nonlinear model.

The suggested approach may allow for better predictions from given nonlinear models
compared to previous methods. It incorporates mode nonlinear information through the summation
of the discrete residuals, which a priori increases its effectiveness. However, it is necessary to test
and compare is to the existing approaches.

5.1. Analysis of the effectiveness of the proposed methodology for the exponential model

To check the effectiveness of the statistical training methodology described above, we will
conduct a model experiment. To do this, you need to create a data generator from which a time series
will be obtained (contaminated with stochastic errors for training, and clean to evaluate the result). It
is also necessary to choose an approximation function that will be used as a model for the method
described above.

Parameters of the model experiment:

Generating model: z(t)=d, +d,t+d,t* +d;t*, coeffs =[0, 0, 0.0005, 0]

Time series size: 20000

Parameters of stochastic errors: o =10000.0, coeff =3.0, dens =10.0

Approximating model: f (t,c)=c, +ct+c,e™

Training/Testing intervals: train= [0, 10000], test = [10001, 20000]

According to the algorithm of the method, the first step is to form the P-spectra of the generating
and approximating functions, respectively. Using the transformation (5), we will form the result in
the form (4):

d,-¢c,—¢,
—H(c,c,+¢,—d,))
5(c)=DIP{s(t,c)}. = E(k,c)]=D| _H (G =2d;) | (11)
2
_ H(c,c; —6d,)
6
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where c; are unknown coefficients of the nonlinear approximating function, and — coefficients of the
polynomial function of the data that were calculated using the LSM.

The next step is to use the expressions (9) and (10) to form a mathematical model of the
underlying process in terms of an integral sum simplified by the image through differential
transformations. The upper limit of the summation of m in this case will be 7, since the last discrete
number in the spectrum is the third. Therefore, the integral sum will look like:

7 3_ 2 6 3 2
5(C):H (02;352 6d;) H (cco 6232((:2(:3 2d, )

(c,e3 —6d,)(cc;+¢,—d,) (c,cl —2d7)
15 " 20

+H®

+H® - (12)

(c,c3-6d,)(dy—c,—¢,) . (c,c3 —2d, )(c,cs + ¢ dl)J
12 4 .

3 (C2C3 +Cl_d1)2 —(C2C32 _Zdz)(do —G _Cz)
3
—H?(c,c;+¢,—d;)(dy —c,—c,)+H (dy—¢, —cz)2

+H

The resulting expression is a generalization of the process under study, and to obtain
expressions for the individual coefficients sought, it is necessary to differentiate (12) by unknown
parameters of the nonlinear model, forming a system of equations of the form (8):

d5(c) He c,c2 —d, H c,C. —2d,

oc 12 +HZ(CZC3+C1_dl)_2H(d0_Co_cz)ZO, (13)
0

@5@:Hs(cz_CS_Z_ds}H4(£_$]+Hs(%+ﬁ_2_dlj

ac, 15 5 4 2 3 3 3 (14)
~H?*(d,-c,-c,)=0
a5(c) _ Hc; (c,c; - 6d, ) . H®(c3 (c,c —2d, ) +¢3 (c,c5 —6d, )
ac, 126 36
THS c§(c2c3+cl—d1)+c3(czc§’—6d3)+c§(czc§—2d2)
15 15 10
H —Cf(do—co—cz)Jrczcg _%+a§(c2c3+cl—dl)+c3(czc§—2d2) 5)
12 12 2 4 4 ’
2% =%=C . c_§_2d2+2c3(c2c3+cl—dl)
’ 3 3 3 3

—H2(c3(d0—co—cz)+(c2c3+cl—d1))—2H (dy—¢,—¢,)=0
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05(c) H'ecl(cel—6d;) HE

2
. % + T O (c,cs —2d,)
H®c,c,(c,c—6d _d ¢ (cci-6d,) c.c,(a, *xc2-2d
N 23(23 3)+H5 CZC§C2C3+C1 dl+ 2(23 3)+ 23(2 2 2)
18 5 15 5

(16)

2
.\ —C,Cl (d04— C,—C,) o, C,C, +201 —d, L C, (02034— Zdz) N —2C,C; (dOS_ Co —C,)

—c,H?*(d,—c,-c,)=0

The resulting system of equations can be solved analytically by substituting in (13-16) the
calculated values of the coefficients d.. As a result, we will get a matrix, which will be a set of

possible coefficients of a nonlinear model f (t,c):

1. ¢, =-0.00008366699999, ¢, = 0.0005010000000, ¢, =0, c, =—1.996007988;
2. ¢,=-0.00008366699999 -c,,c1=0.0005010000000,c2 =c2,c3=0;

3. ¢, =-0.00001859265000, ¢, = 0.0002087498210, ¢, =1.531289395x10 %,
c, = 2.331435453x10°%;
4. ¢, =—4.048433295x10°, ¢, = 2012.072142,c, = 4.048433295x10°,

¢, =—4.970001961x107".
From the above list, some of the decisions are not adequate. Thus, solution No. 1 has among
the solutions found c, =0, which completely cancels out the exponential part of the nonlinear model.

And solution No. 2 generally has c, =c,, as well as zeros and unresolved fractions. Thus, when

choosing the final solution, it is necessary to filter out the roots of the system of equations, referring
to their adequacy, and quality relative to the selected metrics for smoothing. So, when choosing
between solutions No. 3 and No. 4, if you check them, it is No. 4 that gives the best indicators, so we
will use it as the result of the learning problem.

To verify the result, we will run a simulation of the model with the found parameters, at the
intervals of training and testing (prediction). We follow its metrics, such as Residual Squared Error
(RSE), Standard Error (StdErr), Determination Coefficient (Rsq), and Concordance Coefficient
(CCord). The results of said simulation are shown in Figure 1 and Table 1. Figure 1 shows as
horizontal axis the time value (marked as t) for the time series, and vertical axis (marked as f(t)) is
the value of said time series for that time value.

To compare the obtained metrics, we will use the results of smoothing the same time series
using a technique that uses a rigid approximation criterion and was presented in the papers [6, 7].

From the data obtained, it can be concluded that although both techniques adequately fulfilled
the learning task at both intervals. It was the variation with a soft approximation criterion (integral
form) that showed better results in terms of RSE. At the training interval, DSBI (Differential Spectra
Balance Integral) has an advantage of ~60% in RSE over regular DSB (Differential Spectra Balance).
In the testing interval, the discrepancy increases to ~140%, which indicates a much higher quality of
smoothing precisely because of DSBI. Both methods now show an adequate result in terms of Rsq
and CCord coefficients.

However, it should be noted that the method of statistical training using the integral form of the
LSM has certain drawbacks due to the formation of the integral sum. In such a situation, even small
errors in the initial data due to the presence of the sum can lead to significant deviations in the results
obtained.
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Fig. 1. Visualization of the results of modeling a learned exponential function at the intervals:
a —training, b — testing.

Table 1. Metrics of smoothing results and time series prediction using an exponential model

RSE StdErr Rsq CCord

train dsb 50.457 148.677 1.000 1.000
dsbi 31.264 148.826 1.000 1.000

test dsb 847.731 440.390 1.000 1.000
dsbi 352.039 432.928 1.000 1.000

Thus, during the experiment, it was found that the low-impact coefficients, which are left
among the solutions by the training of the polynomial experimental model according to the usual least
squares. It led to critical errors or made it impossible to solve the formed system of equations of the
form (8). That is, because of training the experimental model according to the LSM in this experiment,
the following was obtained:

1. d, =1.43803739x107*;
2. d, =-9.97049346x107";
3. d, =5.00000000x107*;
4. d, =1.77882991x10 %,

Obviously, the coefficients d,,d,,d; here are the remnants of the LSM itself, because they are

too small to significantly affect the result. But when using DSBI, due to the presence of an integral
sum, such values give strong deviations, which interferes with the effective application of the
technique.

To solve this problem, it is proposed to apply a filter over the results obtained by the LSM,
zeroing out all coefficients that will be too small to be accepted for further processing. In such a filter,
you need to consider the order of the coefficient itself, since in a polynomial the larger it is, the more
influential the parameter itself becomes. It is necessary to base the criterion on the value of the
stochastic error that is allowed for the coefficient of the corresponding order and cancel all values
that are less than such a criterion. Thus, based on the principles described above, it is possible to form
a criterion:

filter (d,i) = log (d,,10)+3i —1 (17)
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where d are the coefficients of the polynomial that need to be filtered, and i is the order of the next
coefficient. If such a filter returns to a positive value, it means that the coefficient is greater than the

expected stochastic error (10~ of rank) and accordingly must be taken for further processing. If the
filter returns to a negative value, then the resulting coefficient is considered less than the error, and,

accordingly, must be canceled.
By applying criterion (17) during training according to the LSM of the experimental model, the

result was obtained: d, =0.0,d, =0.0,d, =5.00000000x10~*,d, = 0.0

Using such filtering of the parameters of the polynomial experimental model, it was possible to
achieve the smoothing indicators for DSBI, which are demonstrated in Figure 1 and in Table 1.

5.2. Analysis of the proposed methodology for the transcendental model.

To check the effectiveness of using the statistical learning methodology with the integral form
of LSM, another experiment was conducted, in which an analytical transcendental model was applied.
Such a check will show the operation of the method in a more complex situation, when the
dependencies between the internal parameters of the model are nonlinearly related.

Parameters of the model experiment:

Generating function: z(t)=d, +d,t+d,t* +d t*, coeffs =[ 4785.5,~4.9093,-0.0034,10°° |
Time series size: 2000
Parameters of stochastic errors: o =1000.0, coeff =3.0,dens =10.0
Approximating function: f (t,c)=c,cos(c;t)+c,sin(c;t)
Training/Testing intervals: train = [0, 1000], test = [1001, 2000]
In the same way as for the exponential model, we apply the algorithm of the technique, and
form an expression of the residual between the P-spectra of the models in the form (4):
d, —¢,

—H (cc, -d,)
5(c)=D| H?(c,e7 —2d,) (18)
2
d,H*®

Next, we form an integral sum (9) through differential transformations of the expression (10),
and take the indicator m =7 . Since the maximum discrete number in the experimental model is tree.
The resulting sum for the expression (18):

2
_diHT HCdy(ecl+2d,) ) -2d, (e, -dy) (G +20,)

o
(C) 7 6 i 5 20
o dg(do_co)_(cocf+2d2)(clcz—d1)
2 4 (19)
+H3 (COC12+2d:23)(d0CO)+(C1023d1)2J

~H?(c,c, —d, )(dy —Cy )+ H (dy ¢, )°

The next step is to differentiate (16) by the unknown parameters of the nonlinear model,
according to (8). In this case, these will be the coefficients ¢, when the parameters of the polynomial
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model d, are known and calculated through LSM relative to the initial time series. The resulting
expressions are of the form (17):

5 2 2
85(0) _ H 6d3C12 N H C21 (Cocl + 2d2) +H 4 (—_(113_ C(clcz—d1)]

oc, 6 10 2 4
cZ(d,—c 2
+H3( 1( (; 0)_C0301 _zng (20)

+H?*(cc,—d,)-2H (d,—¢,)=0

25 (c) _ Gdcc [ch 6,6, (CoC +2d)J
5

+H4(_cc(cc C, oC1+2d )J (1)

+Hs[zcocl(do _C0)+ 20 (% _dl)J—Csz(do —¢y)=0
3 3

05(c) __HU2de H'o(ee+2dy) 2H% (cc, - )

ac, 5 4 3 (22)
—H’c,(d, -¢,)=0

We solve the obtained system of equations (20-22) with respect to the unknown coefficients of
the nonlinear model, substituting the parameters of the experimental polynomial model found by the
LSM:

. €,=4783.039303,¢,=0,c2=0;

1
2. ¢,=4785.499998, ¢,=0.001192750974, ¢, =-4115.942072;
3. ¢,=4785.499998, ¢,=-0.001192750974, ¢, =4115.942072
4. ¢,=0,¢, = 3.4571870761 ¢, = —2070.7616171

5. ¢, =0, ¢, = —3.4571870761 ¢, = 2070.7616171

Among the solutions obtained, we can again see a set of inadequate ones. Thus, No. 1, 4, 5 have
zero values of coefficients, and the last two generally have imaginary values, that is, complex roots
were obtained.

The obtained DSB or DSBI smoothing results are often used further in numerical algorithms to
optimize the approximation result to improve performance. Such methods are numerous, and,
accordingly, cannot use complex solutions. Therefore, all solutions that will have imaginary particles
must also be discarded.

Thus, solutions No. 2, 3 remains, which are symmetrical and differ only in the position of the
negative sign. Since we know that we are teaching the transcendental model, due to its periodic nature,
it can be concluded that these solutions are equivalent. We chose one of them to run a simulation to
check the quality of the result. The results of the simulation are shown in Figure 2 and Table 2. Figure
2a, b shows as horizontal axis the time value value (marked as t) for the time series, and vertical axis
(marked as f(t)) is the value of said time series for that time value.
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Fig. 2. Visualization of the results of modeling the learned transcendental model at the intervals: a —
training, b — testing.

As in the case of the exponential model, we will use a training methodology with a rigid
approximation criterion to compare the effectiveness of the obtained metrics.

As a result of modeling, both methods obtained an adequate result at the training interval, and
their indicators are very similar to each other. At the testing interval, both methods have a significant
deterioration in metrics, which indicates a strong influence of nonlinear complexity on the result.

Overall, both DSB and DSBI showed a similar result in the transcendental model training, ~0.99
of concordance coefficient and training phase and ~0.70 in the testing phase. The coefficient of
determination in both cases is negative, indicating that both models will further diverge from the ideal
trend, and a higher RSE in DSBI indicates a greater rate of divergence in it.

Table 2. Metrics of smoothing results
and time series prediction according to the transcendental model

RSE StdErr Rsq CCord
train dsb 222.853 63.250 0.988 0.996
dsbi 264.732 62.240 0.982 0.995
test dsb 1819.289 53.698 -0.147 0.715
dsbi 1998.442 51.717 -0.492 0.670

Low scores in both methods indicate a common problem between them, namely a low amount
of nonlinear process information displayed in the time series. As can be seen in Figure 2, it is a simple
arc, although a priori it is known about the periodicity of the process. This may explain why statistical
learning techniques have difficlty establishing the true form of the process under study.

6. Analysis of the results obtained during the research on the methodology for statistical
evaluation of nonlinear model parameters
As a result of the research, the effectiveness of the application of the method of statistical
training of nonlinear models using the integral form of the LSM and differential non-Taylor
transformations was shown. Among the experiments carried out, this approach showed itself best in
working with the exponential model, and with the periodic model it has indicators on a par with its
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analogues. In both cases, the application of the proposed technique led to an improvement in
expectation metrics, which proves its effectiveness.

During the experiments, certain conditions were also established that must be met for the
effective application of the proposed statistical training methodology:

Due to the use of the integral form of the LSM, small errors in the preliminary calculations of
the coefficients of the experimental model led to a large deviation of the result. It is proposed to filter
the calculated coefficients of the experimental model using (14) to reduce the impact of possible
residuals from the training of the polynomial model.

As a result of solving a system of equations of the form (8), inadequate solutions often appear,
which must be filtered by certain features. It is proposed to use to search for correct solutions: the
absence of zero coefficients, the absence of imaginary fractions in solutions, the best metrics of the
resulting trained model.

A strong nonlinear relationship between the parameters of the model affects the effectiveness
of the technique. This can be solved by extending the time series to include more nonlinear
information about the process under study and, accordingly, it is better possible to perform model
training.

The methodology considered has shown its effectiveness and potential for further optimization
of relatively different forms of models and time series. The issue of adaptation of the method to
complex nonlinear processes and the possibility of its application in relation to other similar
approaches requires additional research.

Conclusions

The study described the solution of the relevant scientific task of learning the nonlinear model
parameters using LSM in integral form to create the process model. The research has several results:

Proposed and described the methodology for the training of nonlinear models which
incorporates all available differential discretes. It also uses the use of non-Taylor differential
transformations to simplify and solve the integral expression of the process under study.

The model experiments were conducted to evaluate the methodology application results, which
were compared to the existing statistical learning method. Proposed methodology showed
effectiveness in both experimental scenarios and outperformed the other method.

Using the proposed approach for statistical evaluation of the parameters of nonlinear models it
is possible to increase the predictive value of existing nonlinear models. It includes more nonlinear
information about the process during training which both removes the disbalance in differential
discretes problem and improves the predictability.

The proposed methodology was analyzed, and some specifics of its application were found,
which suggests that more research is needed. The methodology can be improved and combined with
existing approaches to produce better autonomous results.
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VY cTarTi npeAcTaBIeHO METO/1 CTATUCTUYHOIO HaBYaHHS [TapaMeTpiB HENHIHOT MOeNi, HOro
MPUHIMI Ta €(pEeKTUBHICTh 3aCTOCYBaHHs. 3allPOIIOHOBAHO BUPILIEHHS HEAOJIKIB BUKOPHUCTAHHS
nigxony OamaHcy naudepeHIIHMX crekTpiB uepe3 iHTerpaibHy ¢opmy MHK y cxewmi
nudepeHIiaTbHIX HETEHIOPOBUX NTEPETBOPEHD.

O0'exTOM JOCHIIPKEHHS € TIPOIIEC CTATUCTUYHOTO HAaBYAHHS MapaMeTpiB HENIHIHHOT MOJEi.
Metoro aaHoi poOOTH € BU3HAUYEHHS Ta (opMalizaiis CTaTUCTUYHOTO METOJy HaBUaHHS IS
OI[IHIOBaHHS MapaMeTpiB HediHiiHOi mMoneni 3 BuxkopuctanHsM MHK B iHTerpanpHiit dopmi Ta
mudepeHIliaTbHUX HETCHIOPOBUX TMEepeTBOpeHb. BoHa akTyanbHa B Oaratbox cdepax cydacHoi
TISUTBHOCTI 1 HEOOX1/THA JIJISl 3aCTOCYBAHHS METOJIMKHA CTATUCTUYHOTO HABYAHHS 10 OUTBII CKIIATHUX
YaCOBUX PSAJIIB, a TAKOXK MIJBUIIICHHS TOYHOCTI OTPUMAHHUX OYIKYBaHb.

JI71st HOCSITHEHHSI TOCTAaBJICHOT METH OyJia 3alpOIIOHOBAaHA METOIMKA CTATUCTUYHOTO HAaBYAHHS,
sska 0a3yeThCs Ha CTBOPEHHI Mojeli mpoiecy B iHTerpanbHid ¢opmi MHK 31 cnpomennsm 3a
JOTIOMOTOI0 TU(EPEHITINHNX HETCHIOPIBCHKUX TEPETBOPEHb. BiH BIAPI3HAETHCSA Bl ICHYIOUHX
MIX0/IIB THM, IO B CTBOPEHY MOJENb BKJIIOYEHI BCi JOCTYIHI JudepeHIiaibal AUCKPETH, IO
JI03BOJISIE JTOCATTH Kpaloi rnepeaoadyBaHOCTI Ta 00XOJUTH MPOOJIeMy HEPIBHOTO YHCIIA JHUCKPET
BCEpEIMHI MOJIEJICH, 0 JT03BOJISE€ Kpallle 3aCTOCOBYBATH METOJ I Mojenel pisHux ¢gopm. bys
c(hopMOBaHUHN aNTOPUTM BUKOHAHHS TPOIIECY, 32 JIOMOMOTOIO SIKOTO MOYKHA 3aCTOCOBYBAaTH Pi3HI
Mojienm. Y poOoTi Oylio TpOBEACHO KUIbKa EKCIIEPUMEHTIB Il TEpeBIpKH e(PEeKTUBHOCTI
3alpOINIOHOBAHOTO METOJY B PI3HHX CHUTYyalisfax. Y IIUX EKCIIEPUMEHTaX BUKOPHUCTOBYIOTHCS
3reHepoBaHi HAa0OpW JaHUX, 3a0pyIHEHI CTOXaCTUYHUMHU TMOMUJIKAMH, Ui Kpamoi CUMYISIii
peabHUX JIaHUX.

[TokazaHno pe3ynbTaTd MOJEIIOBAHHS Ta IPOBEIEHO TMOPIBHSIHHS  CTaTUCTUYHHUX
XapaKTePUCTUK OTPUMAHOTO OYIKYBaHHS 13 pe3yibTaTaMH 3aCTOCYBaHHS METOJIMKU CTATUCTHYHOTO
HAaBYaHHS 3 BHUKOPUCTaHHAM OanaHcy audepenmiinnx cnektpiB. Ilig wac mocmimkeHHs Oynu
BiJHAilIeH1 0COOJIMBOCTI METOAMKH, sIKI HEOOXiIHO MpuilMaTH A0 yBaru Juisl ii 3aCTOCYBaHHS 10
JAHUX 3 BUCOKOIO KUIBKICTIO CTOXAaCTUYHUX BiIxwuieHb. Ha OCHOBI OTpUMaHUX METPHK 3POOJICHO
BHCHOBOK MNP0 €(PEeKTHUBHICTh BUKOPUCTAHHS METOAMKH BITHOCHO YAaCOBHUX PSIIiB, IO BiJOOPaKalOTh
MPOLIECH PI3HOT IPUPOJIH.

KnrouoBi cnoBa: ananiz JaHuX, CTAaTUCTHMYHE HAaBYAaHHS, YacOBl psAM, HENiHIMHI MoOJedi,
nudepeHLiiiHi TepeTBOPEHHs, METO/1 HallMEHIINX KBaJIpaTiB.



