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Fraud detection for payment transactions is a cost-sensitive task, as the costs associated with
misclassification — such as missing a fraudulent transaction or incorrectly blocking a legitimate one —
can vary significantly depending on business priorities. Traditional evaluation metrics, particularly the
FI-score, ignore this asymmetry, creating a need for more flexible approaches. This research focuses on
developing a method for building adaptive, cost-sensitive fraud detection systems. The aim is to develop
a method that enables the practical application of the cost-sensitive C-score metric to configure a multi-
level decision logic. The paper also presents a possible software architecture for its implementation.

The proposed two-phase method (offline calibration and online scoring) uses the C-score metric to
determine multiple decision thresholds corresponding to different business scenarios. Its validation was
conducted on the public “Credit Card Fraud Detection” dataset using the XGBoost algorithm. The
Synthetic Minority Over-sampling Technique (SMOTE) was applied to overcome the severe class
imbalance in the data, and a comparison was made against the traditional F/-score-based approach.

The experimental results showed that the proposed approach allows for the identification of two
distinct thresholds from a single classifier. The first threshold ensures high precision, making it suitable
for automated blocking of payment transactions with minimal false positives. The second threshold,
focused on high recall, enables the selection of suspicious payment transactions for subsequent manual
review. It was also confirmed that the SMOTE significantly contributed the model's class separation
ability, thereby increasing the reliability of calibrating these thresholds. Based on the method, a practical
blueprint for a service-oriented architecture is proposed for creating flexible and configurable anti-fraud
systems.
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1. Introduction

The rapid growth of e-commerce and online payments has led to a significant increase in fraudulent
activities. Financial losses from such activities affect various participants in payment systems,
including companies, merchants, card issuers, payment processors and cardholders. For example, in
credit card fraud, merchants often face chargebacks and a loss of consumer trust [1]. According to the
Nilson Report, global losses from payment card fraud reached substantial figures in recent years, with
projections indicating further increases, making this a persistent and costly issue [2]. These substantial
and growing losses underscore the need for more effective fraud detection methods. The core of the
challenge lies in the fact that, depending on the business specifics, the costs of misclassification can
vary greatly. In practice, a false negative — missing a fraudulent transaction — can be significantly
more costly than a false positive, which involves flagging a legitimate transaction as fraudulent.
Consequently, there is a demand for methods that allow a business to configure the detection system
in alignment with its operational priorities and risk strategies. The development of such flexible and
cost-aware systems therefore represents a timely and relevant research direction.
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2. Literature review and problem statement

Numerous studies have applied machine learning to credit card fraud detection. Common
approaches include logistic regression, decision trees, and powerful ensemble methods like Random
Forests and XGBoost [3]. A significant and well-documented challenge in this domain is the severe
class imbalance, as fraudulent transactions typically represent a very small fraction of the total
volume. Techniques like the Synthetic Minority Over-sampling Technique (SMOTE) are often
employed to address this issue by creating synthetic examples of the minority class, thus balancing
the training data distribution [4].

The evaluation of Fraud Detection System (FDS) performance is crucial for practical
deployment. While Precision, Recall, and their harmonic mean, the F/-score, are widely reported,
they are fundamentally cost-agnostic. The F/-score, by its definition, assumes equal importance for
these two measures [5]. This is a major limitation in fraud detection, where, for instance, failing to
detect a large fraudulent transaction (a false negative) can be orders of magnitude more costly than
incorrectly flagging a legitimate one (a false positive), which might only lead to customer
inconvenience.

Cost-sensitive learning aims to resolve this by incorporating misclassification costs directly into
the model's training or evaluation process [6]. The C-score metric is a modern metric specifically
designed to evaluate classifiers in a cost-sensitive manner by considering the relative cost ratio (7;)
of false negatives to false positives [7].

A review of the literature shows that while the field has established components for building
FDS, including classification algorithms like XGBoost, data balancing techniques like SMOTE, and
cost-sensitive evaluation metrics a gap remains in their practical integration. While the C-score metric
was introduced as a cost-aware alternative to the F'/-score, the original research focused on the metric
itself and its assessment capabilities. It did not, however, propose a specific method for integrating
this metric into a configurable software architecture.

Thus, the unresolved problem is the lack of a comprehensive method that bridges the gap
between cost-sensitive theory and operational practice. Specifically, what is absent is a method to
operationalize a metric like the C-score within a software architecture that allows businesses to
configure and automate actions based on their specific risk strategies.

3. The aim and objectives of the research

The aim of the research is to develop a method for building an adaptable FDS, centered on a
software architecture that operationalizes the cost-sensitive C-score metric for configurable, multi-
level risk segmentation.

To achieve this aim, the following objectives have been set:

— to develop a fraud detection method that operationalizes the C-score metric into a
configurable, multi-threshold decision logic,

— to experimentally validate the proposed method by comparing its performance against the
traditional F'/-score-based approach and to evaluate the influence of the SMOTE data balancing
technique on its effectiveness.

4. The study materials and methods for a C-score-based fraud detection method
This section details the materials and methods used to investigate the process of fraud detection
in payment card systems, with a specific focus on developing a method for building a configurable,
cost-sensitive system based on the C-score metric. The presentation is structured in three subsequent
parts. First, the proposed detection method itself is described, focusing on its conceptual two-phase
model. Next, a possible software architecture is outlined to illustrate a practical blueprint for the
method's implementation. Finally, the setup for the experimental validation is presented, detailing the
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dataset, procedures, and metrics used to empirically justify the core principles of the proposed
method.
4.1. The proposed method
The core of this research is a novel method for detecting fraudulent transactions, based on a
two-phase operational model: offline calibration and online scoring. The novelty of the method lies
in its use of the cost-sensitive C-score metric to calibrate two separate decision thresholds (T},,, and
Thign), which enables a flexible, multi-level approach to risk management.

Offline Calibration and Multi-Threshold Configuration (Phase 1)

This preparatory phase of the method is executed periodically (e.g., daily or weekly) to establish
operational decision thresholds. The process includes data preparation, model training, and optimal
threshold calibration. The central step is the calibration of two distinct thresholds based on different
business-driven cost scenarios:

— high-precision threshold (T};4p) is determined by minimizing the C-score for a cost scenario
that heavily penalizes false positives. This is suitable for fully automated actions like blocking a
transaction;

— high-recall threshold (T;,,, ) is found by minimizing the C-score for a cost scenario that heavily
penalizes false negatives, thereby prioritizing fraud capture. This is ideal for flagging transactions for
manual review.

A validation check is then performed to ensure that T};4, > Ty, before the thresholds persisted

for online use.

Online Risk-Segmented Transaction Scoring (Phase 2)

This phase of the method executes in real-time for each new transaction. The procedure
leverages the pre-calibrated thresholds to segment transactions into three risk categories. It involves
generating a probability score (P) for a transaction and then applying the multi-threshold logic. Based
on the outcome of comparing P with Ty; 4, and Ty, a specific action is executed: automatic blocking

(P = Thign), flagging for manual review (P = T,,,,), or automatic approval. This tiered logic provides
a granular, cost-sensitive way to balance automation with expert oversight.

4.2. Architectural implementation

The two-phase method described in the previous section can be implemented using a service-
oriented software architecture. This section outlines one such possible implementation, which serves
as a practical blueprint. The proposed method primarily enhances the Data Driven Model (DDM)
component in an FDS, which typically operates in near real-time to score transactions as they occur.

In this architectural model, the real-time scoring phase (Phase 2 of the method) involves several
interacting components. A central ScoringService would orchestrate the process for each incoming
transaction. This service would invoke the pre-trained XGBoostModel to generate a probability score
P and then use the multi-threshold logic defined by the method to determine the appropriate action.
An ActionDispatcher component would then execute this action, for example, by sending a
transaction to a ManualReviewSystem or confirming its approval. The detailed sequence of
interactions between these key software components during the online scoring phase is illustrated in
Figure 1.

The key advantage of this service-oriented architecture is its modularity. It decouples the core
classification logic, encapsulated in the XGBoostModel component, from the business-level decision-
making and action-handling logic, which is managed by the ActionDispatcher. This separation of
concerns not only makes the system easier to maintain but also provides the flexibility to modify
business rules or actions without needing to retrain the underlying model.
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Fig. 1. Sequence diagram for real-time transaction scoring

Having established this practical design, the following section details the experimental setup
used to empirically validate the core principle of the method, which serves as the foundation for this
architecture.

4.3. Experimental setup for method validation
This section describes the setup of the experiments conducted to validate the core principles of
the proposed method. The setup includes a description of the public dataset used for the study, the
experimental procedure for model training and threshold selection, the evaluation metrics and cost
model applied, and the data balancing technique used to address class imbalance.

Dataset description

The study utilized the public “Credit Card Fraud Detection” dataset from the Kaggle platform
[8]. This dataset contains anonymized transactions made by European cardholders. It is characterized
by severe class imbalance, with 492 fraudulent transactions (Class 1) out 0£ 284,807 total transactions,
which constitutes only 0.172% of the data. The features consist of 28 principal components obtained
via PCA (V1-V28) and the transaction amount.

Experimental procedure

To simulate a real-world scenario where a model is trained on past data to predict future events,
the dataset was split chronologically. The first 80% of transactions were allocated to the training set,
and the subsequent 20% formed the test set. The XGBoost algorithm, implemented via the xgboost
Python library, was selected as the classification model due to its state-of-the-art performance in many
tabular data tasks [9]. The model was trained using its default hyperparameters to focus the research
on the effectiveness of the threshold selection strategy itself, rather than on extensive hyperparameter
tuning. After the model generates probability scores for the test set, two distinct strategies for selecting
the optimal decision threshold were implemented and compared: F/-score-based selection and C-
score-based selection.
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Data balancing technique

The SMOTE was applied to the training data in one of the experimental runs. It addresses class
imbalance by generating new, synthetic examples of the minority class (fraudulent transactions). For
this research, the sampling strategy was set to 1, meaning synthetic samples were generated until the
number of fraudulent transactions in the training set equaled the number of legitimate ones. The test
set was left in its original, imbalanced state to ensure a realistic evaluation.

Evaluation metrics and cost model
This research compares two metrics for decision threshold selection: the F/-score and the
C-score. The C-score is a cost-sensitive metric calculated using the formula [7]:

1
Cscore = (m - 1) - Recall + e (1 - RBCCL”) , (1)
where 7, is the cost ratio, defined as 7, = ?:%
FP

To explore different business scenarios, three cost ratios were investigated:
-1, = 0.1 if a false positive is 10 times more costly than a false negative,
-1, = 1 if false positive and false negative have equal cost,

—1. = 10 if a false negative is 10 times more costly than a false positive.

Each ratio represents a distinct business case. The ratio . = 0.1 is relevant for fully automated
systems where blocking a legitimate user incurs a high reputational and business cost. The scenario
with 7, = 1 aligns with the implicit assumption of the F1-score. Finally, . = 10 models a common
scenario where preventing fraud is the highest priority.

Threshold selection strategy

After training, the XGBoost model outputs a probability score for each transaction on the test
set. To convert these probabilities into a binary classification (Fraud/Benign), a decision threshold
must be applied. Instead of evaluating a predefined grid of thresholds, a more precise approach was
employed. The precision recall curve function from the scikit-learn library was used to generate all
unique probability scores produced by the model on the test set. These scores serve as candidate
thresholds. For each candidate threshold, the corresponding Precision and Recall values are
calculated.

Based on these values, two distinct strategies for selecting the final threshold are implemented
and compared:

1) FI-score-based selection,

2) C-score-based selection.

In the first case, the F/-score was calculated for each candidate threshold, and the one that
yielded the maximum F/-score was chosen as optimal for this strategy. For the second case, the C-
score was calculated for each candidate threshold and for each defined cost ratio (7). The threshold
that resulted in the minimum C-score was selected as the optimal one for that specific cost scenario.
This process was repeated for . = 0.1,1 and 10.

The process of finding the minimum C-score for different cost ratios is illustrated in
Figure 2. The optimal threshold is identified at the lowest point of each curve. Unlike the F'/-score,
the C-score has no upper bound. It returns a value greater than or equal to 0 proportional to the total
cost of misclassification, where 0 represents a perfect outcome and higher values indicate worse,
more costly performance. This property explains the curve behavior. At very low threshold values
(the left part of the graph), the model precision becomes extremely low, causing the C-score to rise
to very high values. Conversely, in the region near the optimal threshold, the metric value approaches
its minimum. To clearly visualize these changes, a logarithmic scale was used for the Y-axis. This
approach allows for a detailed examination of the curve behavior near its minimum point.
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Fig. 2. C-score vs. threshold for different cost ratios, demonstrating the selection of the
optimal threshold (minimum point) for each scenario: a — cost ratio is 0.1 (1, = 0.1),
b —costratiois 1 (1, = 1), ¢ —cost ratio is 10 (1, = 10).
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As shown in Figure 2, the optimal decision threshold is highly dependent on the specified cost
ratio 7.. For instance, when false positives are heavily penalized (r, = 0.1), the optimal threshold
shifts to a very high value (0.99) to ensure high precision. Conversely, when false negatives are more
costly (. = 10), the optimal threshold moves to a much lower value (0.11) to prioritize recall. This
empirical evidence is fundamental to the proposed method, as it confirms the feasibility of calibrating
distinct Ty;,4p, and Ty, thresholds.

5. Results of investigating the effectiveness of the C-score-based detection method

This section presents the experimental results that provide the empirical foundation for the
multi-threshold detection method proposed in Section 4.1. The primary purpose of these experiments
is not to merely re-validate the C-score metric itself, but to demonstrate the feasibility of our proposed
method. This involves showing that by applying the C-score with different cost ratios, it is possible
to identify two distinct and operationally useful thresholds (Tp;g, and Tj,,,) from a single trained
classifier. This capability is the prerequisite for the risk-segmentation logic central to our method.

Furthermore, the experiments validate this multi-threshold approach using the XGBoost
algorithm, extending its applicability beyond the RandomForest model used in the original C-score
research. The influence of the SMOTE data balancing technique on the quality and separation of these
thresholds is also assessed.

5.1. Experiment 1: model trained on imbalanced data

The first experiment involved training the XGBoost classifier on the original, highly
imbalanced training data. The goal was to compare the C-score values of two threshold selection
strategies: one based on maximizing the F'/-score and the other on minimizing the C-score.

As the C-score is a cost-based metric, its objective is to be minimized; a lower C-score value
signifies a better, more cost-effective outcome as it represents a lower total cost from
misclassifications.

Table 1 summarizes this comparison. It presents the key classification metrics (Precision,
Recall) and the final calculated C-score for the optimal thresholds that were identified using each of
the two strategies [10].

Table 1. Comparison of results using thresholds found from F/-score
and C-score for XGBoost trained on imbalanced data

The threshold value is selected using | The threshold value is selected using
F1-score C-score

Cost " . C-score

ratio Optimal Optimal savings (%)
threshold |Precision | Recall | C-score | threshold | Precision | Recall | C-score

value value
0.1 0.096 0.999 0.951 0.520 | 0.074 22.2%
1 0.715 0.913 [0.706| 0.360 0.715 0.913 0.706 | 0.360 0%
10 3.000 0.116 0.835 0.746 | 2.680 10.67%

The results presented in Table 1 provide the initial validation for the proposed method. Even
when trained on imbalanced data, the C-score-based strategy successfully identifies different optimal
thresholds for unequal error costs (1, = 0.1 or 7, = 10). This finding confirms the method's core
principle: that it is possible to derive distinct, business-aligned operational points from a single model.
The resulting cost savings demonstrate the immediate practical benefit of this approach compared to
the cost-agnostic F'/-score.

5.2. Experiment 2: model trained on SMOTE-balanced data
In line with the second research objective, this experiment evaluates the influence of the
SMOTE data balancing technique on the proposed method's effectiveness. To achieve this, the
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SMOTE technique was applied to the training set to create a balanced 50/50 distribution of classes,
after which the model was retrained and evaluated on the same original, imbalanced test set. The
hypothesis is that by training the model on a balanced dataset, the subsequent calibration of cost-
sensitive thresholds will become more reliable and distinct, thereby demonstrating the advantages of
the C-score-based selection strategy. The results of this experiment are presented in Table 2.

Table 2. Comparison of results for XGBoost trained on SMOTE-balanced data

The threshold value is selected using | The threshold value is selected using
Cost F1-score C-score C-score
ratio Optimal Optimal savings (%)
threshold | Precision | Recall | C-score | threshold |Precision | Recall | C-score
value value
0.1 0.054 0.999 1.000 | 0.653 | 0.034 36.59%
1 0.992 0.964 |0.720| 0.306 0.992 0.964 | 0.720 | 0.306 0%
10 2.826 0.869 0.814 | 0.760 | 2.573 8.96%

The application of SMOTE improved the results, which in turn enhances the robustness of the
proposed method. By training on a balanced dataset, the model achieved better class separation,
allowing for a more defined and reliable calibration of the distinct Ty, and Ty, thresholds.
As shown in Table 2, this led to a more pronounced cost-saving effect, particularly in the 7, = 0.1
scenario, reaching 36.59%.

5.3. Visual analysis of model behavior
Applying SMOTE noticeably altered the class-probability distribution: predictions shifted
toward values near 0 and 1. This is reflected in the F/-score vs. threshold graph (Fig. 3), where the
FI-score consistently increases until a very high threshold, after which it drops sharply. This indicates
that the model assigns very high probabilities to true fraud cases and very low probabilities to
legitimate ones, with few predictions in the middle “gray zone”.
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Fig. 3. FI-score as a function of Classifier Threshold for the model trained on SMOTE data.

To visualize the trade-offs, confusion matrices were plotted for the four optimal thresholds
identified in the SMOTE experiment (one for F'/-score, and three for C-score). The balance of errors
shifts depending on the selection criteria, as illustrated in Figure 4.
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Fig. 4. Normalized confusion matrices for different optimal thresholds (SMOTE experiment):
a — Fl-score optimal, b — C-score (1, = 0.1), ¢ — C-score (1, = 1), d — C-score (1, = 10).

The visual analysis of the confusion matrices in Figure 4 provides clear insights into the model
behavior under different threshold selection criteria. The F'/-score optimal threshold (Fig. 4a) results
in a balanced outcome with 21 false Negatives and 2 false positives. When the cost ratio is set to 7, =
0.1 (Fig. 4b), where false positives are highly penalized, the model becomes extremely conservative,
achieving zero false positives at the cost of an increased number of false negatives (26). Conversely,
for . = 10 (Fig. 4d), where missing a fraudulent transaction is the most critical error, the model
adjusts to minimize false negatives, reducing their count to 18, but this is achieved at the expense of
a significant increase in false positives to 13. As expected, the result for . = 1 (Fig. 4c¢) is nearly
identical to the F'/-score optimal, confirming that both metrics converge when error costs are equal.
Ultimately, this visual analysis provides clear evidence of the proposed method's practical utility: it
empowers a business to consciously choose its operational strategy, whether that is the conservative,
high-precision approach ideal for Ty; 45, Or the high-recall approach needed to define T,,, for manual

review.

6. Discussion of the obtained results
The experimental results confirm the key hypothesis of this research: the proposed method,
based on a multi-threshold logic guided by the C-score metric, allows for the construction of a more
flexible and efficient FDS compared to the traditional F'/-score-based approach.
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The primary advantage of the method lies in its capacity for cost-sensitive configuration. The
Fl-score, by balancing precision and recall, is inherently cost-agnostic and is only optimal from a
cost perspective when misclassification costs are equal (7, = 1). In all other, more realistic scenarios,
it yields a suboptimal solution in terms of business costs.

In contrast, the C-score guides the threshold selection towards a point that minimizes the total
misclassification cost according to a business-defined cost function. This principle is clearly
demonstrated by the experimental data. For automated blocking (high-precision), the scenario where
a false positive is ten times more costly than a false negative (r, = 0.1) guides the C-score
optimization to a very high threshold (e.g., 0.99 in the SMOTE experiment). As shown in the
confusion matrix (Fig. 4b), this successfully eliminated false positives (FP =0), validating this
threshold (Ty;4,) as ideal for automated actions that minimize friction for legitimate customers.
Conversely, for manual review (high-recall), where missing fraud is the most critical error (r, = 10),
the C-score selects a much lower threshold. This approach maximizes fraud capture by reducing the
count of false negatives, justifying its use as the T;,,, threshold to flag transactions for manual analysis
where preventing fraud is the highest priority.

The application of the SMOTE technique contributed significantly to these results. By
balancing the training dataset, the XGBoost model learned to separate the classes more effectively,
which in turn made the calibration of the Ty;,, and T, thresholds more distinct and reliable.
Furthermore, the successful application of this method with the XGBoost algorithm extends the
findings of the original C-score research, which used a RandomForest model, demonstrating its
compatibility with other, high-performance algorithms. These findings are therefore not merely a
theoretical comparison of metrics but the empirical foundation that proves the practical feasibility of
the proposed two-phase software architecture.

While the proposed method has demonstrated its effectiveness, several promising directions
exist for its future extension and refinement. Firstly, the robustness of the performance estimates
could be enhanced using more advanced validation strategies like Prequential validation, while
systematic hyperparameter tuning could unlock further performance gains [11]. A particularly
valuable extension would be the development of dynamic cost models, where the cost of a
misclassification is weighted by the transaction amount, allowing the system to react more flexibly
to higher-risk scenarios. Finally, the proposed architecture can be evolved towards a highly
individualized system by incorporating customer-specific features, such as transaction history or
spending patterns, to create personalized, adaptive thresholds. The logical next step involves the full-
scale implementation and deployment of this software architecture to evaluate its real-world
performance and scalability.

Conclusion

This research introduced and validated a method for developing an adaptable fraud detection
system based on a multi-threshold software architecture.

First, a fraud detection method was developed, realized through a specific software architecture.
The proposed method operationalizes the cost-sensitive C-score metric to establish a configurable,
multi-threshold decision logic. This allows for the segmentation of transactions into different risk
levels, enabling the system's behavior to be aligned with specific business requirements through
adjustable parameters.

Second, the method was experimentally validated and compared against a traditional F'/-score-
based approach. The results demonstrated that selecting decision thresholds based on the C-score
metric leads to a more favorable balance of classification errors according to predefined cost
scenarios. The study also confirmed that applying the SMOTE data balancing technique improves the
model's ability to distinguish between classes, thereby enhancing the overall effectiveness of the
proposed method.
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BusiBnenHs maxpaiiChbKuX MJIaTDKHUX OIepalii € BapTiCHO-UYTJIMBOIO 3aJayero, OCKLIbKU
BapTiCTh MOMMJIOK, TaKMX SIK HPOIYCK IIaXpalChbKUX a00 MOMMJIKOBE OJOKYBaHHS JIETITUMHHUX
TpaH3aKIliid, CyTTEBO PI3HUTHCA 1 3aJCKHUTH Bl Oi3HEC-TIpiopuTeTiB. TpaauiliiiHi METOIN OIIIHKH,
30Kkpema F'/-score, IrHOPYIOTh L0 aCUMETPII0, 110 CTBOPIOE MOTPeOy B po3poOili OLIbII THYYKHX
ITITXO/TIB.

Hocmimkenus chokycoBaHe Ha po3poOIll METOAy s TOOyIOBH aTalTHBHUX, BapTICHO-
YYTJIMBUAX CHUCTEM BHSBJICHHS IMIAXpaChKUX IUIATDKHHUX omeparlii. MeToro poOoTH € po3poOka
METOJy, SIKMW JO3BOJISiE TMPAKTUYHO 3aCTOCYBAaTH BApTICHO-YYTIMBY MeTpuky C-score yis
HaJaIITyBaHHS 0araTopiBHEBOI JIOTIKH MPUUHSTTS PIICHb. Y pOOOTI TAaKOXK MPEACTABICHA MOXKIINBA
apXiTeKTypa MpOorpamMHOTo 3a0e3MeUYeHHS IJIs peai3allii Iboro MEeTO.TY.

3anporioHoBanuit  nBo(azHUN  Meron  (odmaiiH-KamIOpyBaHHS Ta  OHJIAWH-CKOPHUHT)
BUKOPUCTOBYE MeTpuUKy C-score JIjisi BU3HAUEHHS KUIbKOX MOPOTOBUX 3HA4€Hb, IO BIAMOBIIAIOTH
pi3HHM 6i3Hec-cieHapism. Moro Baminaris mpoBouiacs Ha myotiuHOMy Habopi manux «Credit Card
Fraud Detection» 3a nqormomoroto anroputmy X GBoost. J1J1s moonanHs CHIILHOTO TucOaaHCy KilaciB
y JaHUX OyJI0 3aCTOCOBAaHO METOJ CHHTETHYHOTO JOMOBHEHHS BUOIpKU MeHIoro kiacy (SMOTE), a
pe3yabTaTH MOPIBHIOBAIKUCS 3 TPAIUIIIHHUAM ITIIX0I0M Ha OCHOBI F'/-score.

Pe3ynbraTi ekcriepuMeHTIB TTOKa3aliu, [0 3allPOIMIOHOBAHUH IMIIX11 T03BOJISE 1IeHTU(DIKYBATH
JBa Pi3HI Mmoporu 3 oxHoro kiacudikaropa. Ilepmuii mopir 3abe3nedye BHCOKY TOYHICTH, IO
JI03BOJISIE MIHIMI3yBaTH KUTbKICTh XUOHUX CHPAIFOBaHb 1 BHKOPUCTOBYBATH HOTO IS aBTOMATUYHOTO
OJOKyBaHHS IUIATDKHUX TpaH3akuid. J(pyruil mopir, opieHTOBaHMI Ha BHUCOKY IOBHOTY, J1a€ 3MOTY
BiIOMpaTH MiNO3pUTl IJIATDKHI TpaH3akUii [UIsi MOJANBLIOrO PYYHOTO aHaiuizy. bymo Takox
nigreepmkeHo, mo SMOTE 3HauHO mokpainye 3JaTHICTH MOJENi J0 PO3IUICHHS KIaciB, IIO
MIABUINYE HATIAHICTh KaliOpyBaHHS IUX MoporiB. Ha oCHOBI MeToAy 3ampONOHOBAaHO CEpPBICHO-
OPIEHTOBAHY apXiTEKTypy [UIsl CTBOPEHHS THYYKOT CUCTEM MPOTH/IIT IIaXpaiCTBY.

KnrouoBi cnoBa: BusBieHHs InaxpaictBa, C-score, F-score, BapTICHO-YYTJIMBE HABYAHHS,
MporpaMHe 3a0e3Me4eHHs MPOTUAII IIaXpaiicTBy.



