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The article proposes the architecture of the optimization neural network and the model of test sample
synthesis for the process of extrapolation of time series parameters. In particular, the addition of an input
layer with the introduction of an optimization scheme of nonlinear trade-offs has been implemented.
Extrapolation of the behavior of the time series was carried out according to a test sample, which is
formed as a data model with the selection of the trend according to the method of least squares. The
scientific novelty of the results obtained in the article is reflected in the essence of these decisions.

The aim of the research is to develop an optimization network architecture and data model for
extrapolation, which allows to improve the accuracy and time of predicting the behavior of the time series
outside the observation interval. Subject of research: architecture of an artificial neural network and
methods of extrapolation of time series. Object of research: processes of architectural synthesis of an
artificial neural network and extrapolation of time series behavior outside the observation interval.

The optimization layer provides mini-requirements for the approximation of training and test samples.
This is especially appropriate for time series with stochastic noise and allows you to reduce the impact
of random errors on time series prediction results. The use of model data for extrapolation allows you to
determine the behavior of the time series outside the observation interval. At the same time, the forecasting
time with acceptable accuracy characteristics increases. These solutions are reflected in the name of the
optimization neural network, which is proposed by the authors. The study of the effectiveness of the proposed
solutions was implemented by methods of simulation modeling on a modified artificial neural network. The
results of the calculations proved an increase in the adequacy of data models and an increase in the accuracy
of extrapolation.

Keywords: mathematical model, multi-criteria optimization, time series, artificial neural network.

1. Introduction

In the modern practice of processing Time Series, the direction of application of artificial neural
networks is actively evolving. The deep learning paradigm in time series processing is to train a neural
network on a sample of the current implementation (within the observation interval) and use it to
predict the behavior of the time series in the observation area and in perspective (extrapolation) /
retrospective (interpolation). The result is a generated time series with the most similar properties
to the level of a separate implementation.

However, the use of neural networks for time series processing has a number of features and
limitations. In particular, this is seen in taking into account random data errors and solving the
problem of extrapolating the behavior of the time series outside the observation interval.

In connection with the above, the scientific and applied task of modifying the architecture of the
neural network and the procedure for forming a test sample to predict the behavior of the time series
outside the observation intervals is relevant.

2. Literature review and problem statement

The theory and practice of time series processing has three classes of methods: statistical learning;
approximation and deep learning [1-4]. At present, deep learning methods using artificial neural
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networks have been rapidly developed. In this direction, convolutional, recurrent and artificial neural
networks built on the architecture of large language models are actively used [5-§].

Classical methodologies and technologies of deep learning at Time Series have the specifics of
predominantly empirical implementation and, as a result, the need to improve the following tasks
[5H8].

1. Formation of metrics of losses minimized in the learning process. After all, the indicators of
the efficiency of processing / reproduction / extrapolation of time series differ from the processes
of sacrifice, for example, natural language and images. Time-series processing is task-oriented, and
performance metrics may include requirements for minimizing random errors, or identity to inputs,
etc.

2. The structure of the input layer and subsequent layers and the classical learning scheme are
oriented towards the requirement of “rigid” identity/correspondence of the training and test
samples. However, for time series processing this is not always acceptable, since it may include the
requirement of minimizing random errors of the input data. In this sense, the requirement of
minimax approximation of the training and test parts of the dataset is considered more acceptable.
Currently, this is not presented in known sources [6-8]. Since the application of deep learning
methods is oriented towards the repetition of the time series at the level of a separate
implementation. The task of minimizing random noise is not considered and relies on statistical
learning methods.

3. The architecture of a neural network in terms of the number of internal layers, neurons (except
for the input and output layers), the type of neural network depends on the structure of the input
data, the target processing task and the requirements for efficiency indicators. Architectural
solutions, at present, are determined mostly empirically and do not have analytical models. The
practice of modernity demonstrates the dominant use of three types of architectural solutions of
neural networks: convolutional; recurrent; transformers of Large Language Models (LLM). However,
an agreed analytical decision on the choice of an effective solution for their application has not yet
been formed.

4. Time series processing by deep learning methods is not carried out sporadically on relatively
small data structures. This is caused by the practical spheres of existence of time series. Therefore,
data splitting into batches is used to replicate data. The partitioning process is also implemented
mainly by empirical methods.

5. The main paradigm of neural networks is working with training pairs: training and test samples.
Forecasting takes place on the current instance, which must belong to the set of the test sample. For
problems of predicting the behavior of the time series outside the observation interval / extrapolation,
this means the availability of data on the behavior of the time series outside the observation. This
is problematic, since this is what the network is actually built for. Practice and current research
solve this problem in the following areas. The use of recurrent networks, where the previous value
is used as an element of the test sample for prediction, is an analogue of recurrent filtering with all
its disadvantages [6-8]. Using sliding window algorithms. In this sense, the use of statistical training
methods with all the modifications proposed in the work in combination with simulation modeling
methods is seen as promising.

The specified tasks outline the general state of the issues of deep learning methods and the relevance
of further research. The article is devoted to the development of approaches for preprocessing input
data to take into account their random errors in the learning process and generating a test sample
for predicting the behavior of time series.

3. The aim and objectives of the research

The purpose of the research is to develop an optimization network architecture and a data model
for extrapolation, which allows to increase the accuracy and timeliness of forecasting the behavior of
a time series outside the observation interval.
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The achievement of the formed goal is realized in two directions:

— formation of the input layer of the neural network according to the optimization scheme of
nonlinear trade-offs. This should provide a minimax approach in the requirements of the maximum
approximation of the training and test sample in the conditions of random data errors;

— development of an effective approach in generating a test block of data outside the observation
interval to obtain highly accurate predictive properties of the neural network.

4. Materials and methods for developing an optimization neural network for time
series processing

The research is focused on theconvolutional neural network.This choice is due to the rather
successful experience of their application for processing large Time Series arrays with training from
the accumulated sample of measurements. This corresponds to the essence of the problem of
predicting the activity of information content, when to solve the problem we have a sample of Time
Series format as the only implementation from which a DataSet for training a neural network is
formed.

The applied field of time series processing is the activity of information content in global information
networks. The indicator of activity that forms a time series is the frequency of tonality of information
messages Fj,area,lonality [9]

The focus of the research is on modifying the structure and processes of the convolutional neural
network in the following directions: adding an optimization layer to the neural network by
preprocessing the input data; applying statistical learning methods in combination with simulation
modeling methods and forming a test sample for extrapolation.

4.1. Formation of the input layer of the neural network using the optimization scheme
of nonlinear compromises

It is well known that the basic ideology of training artificial neural networks is to achieve, ideally,
the absolute identity of the training and test parts / training pair of the input data array / dataset.
This is controlled by minimizing the loss metric. In the basic implementation of artificial neural
networks, this is reflected in the additivity of input data that forms the output parameter of a single
neuron. This is a kind of "hard” requirement of input-output identity for a dataset training pair.
More natural is the ”soft” requirement for the maximum approximation of the input — output of the
training pair. These are the natural realities of learning and identification processes. This is especially
justified when the inputs, for our Time Series case, are contaminated with random noise. Therefore,
the input-output approximation in maximum similarity takes into account the probabilistic properties
of the input data. It is proposed to implement the logic of "maximum similarity” as an alternative
to the absolute identity of the training pair using the logic of multi-criteria optimization using a
nonlinear scheme of compromises.

The paper proposes to add to the classical architecture of an artificial neural network a layer of
preprocessing of input data, which is implemented by multi-criteria optimization logic. To distinguish
neural networks formed in this way, the authors propose to call them optimization neural networks.

A nonlinear scheme of compromises for solving multi-criteria problems on discrete data is
implemented according to the convolution of partial criteria [10]:

b
I=) yu(l=you)™" — min, (1)
=1
where [ = 1...b — the number of partial optimality criteria included in the convolution; yg; — normalized
weight factor; yg; — normalized partial criterion.
Convolution allows obtaining an integrated estimate as an aggregation of a set of partial

optimality criteria. The model (1) provides a nonlinear scheme of compromises under many
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competing criteria and, in comparison with known analogues, has proven properties [10]. In
particular: the solution belongs to the Pareto area and implements a minimax scheme for solving a
multi-criteria problem; on a limited interval of consideration of convolution criteria, unimodal.

Studies have proven that for the processing of Time Series, noise-contaminated weight coefficients
Yor should be taken in inverse proportion to the standard deviation of the input data error yo; = 1/0y,,.
This achieves an objective measure of confidence in the input measurements, taking into account the
random error of their receipt.

Convolution is minimizable, so it has different directions of extremum for values from the test
sample for those approaching zero (minimization) and for those approaching one (maximization). For
this purpose, it is proposed to implement the normalization of data that is reduced to one with the
requirement to minimize them. Then the convolution for the conditional zero remains unchanged ,
and for the conventional unit it is transformed to the form:

b
1= Z?’oz(l — (1/yo)) ™" — min. (2)
=1

The threshold of the conventional unit is proposed to be set, for example, at a level greater than
0.6.

Thus, the input data yg of the neural network is subject to preprocessing according to the
transformation model:

I, = { yor(1 = yor) ™, if yo < 0.6; 3)
o yor(1 = (1/yo))™L, if yo > 0.6.

The expression de facto forms an additional input layer of the neural network to the classical
architecture.

4.2. Generating test data outside the observation interval

A trained neural network interprets (predicts) data on the time interval of the existence of the
test sample — on the observation interval. For extrapolation tasks — predicting the development of a
controlled process outside the observation interval — it is also necessary to have a test sample. For
this purpose, it is proposed to use statistical training methods with the modifications proposed in the
work in combination with simulation modeling methods.

Then the test sample for extrapolation will have two components: the original component — the
input data F; 4rea,ronatiry at the observation interval and the synthesized component at the prediction
interval yoder:

y_test _ext = [Fj,area,lonalitya ymodel] . (4)

The synthesized component y;eg,,, is formed as an additive mixture of OLS estimates of input
parameters — trend y;uoqe, and random normal error ¢ with the standard deviation of the original
sample:

Ymodel = [ymodeloi + ‘Pi] ,Ji=1...m. (5)

The proposed solutions regarding the loss metric, input layer and extrapolation process can be
applied to any type of neural networks used for time series processing: convolutional, recurrent, LLM.
The paper provides an example of the development and application of a convolutional neural network
with the introduction of the proposed innovations.

Studies have proven the effectiveness of the architecture of an optimization neural network of the
convolutional type and the structure of input data with parameters: dividing the input dataset into
portions batch_size=200 dimensions; the number of neurons of the input, hidden and output layers
was: n_neurons=[512,256,128,64]. The architecture of the neural network is built in accordance
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with the regression of the power series at the base of two. The parameters of the structure and division
of the input data array are established empirically and are the best for the problems of predicting the
development of time series of the format F; 4rea tonality-

The architecture of a convolutional-type optimization neural network for processing, prediction,
and extrapolation of the Time Series is shown in Fig.

Generation of model data at
observation and extrapolation sites:
Vmodri- DY volume
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4
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¥ L J 4
Optimization layer Convolutional neural network
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Pre-cession of input

data to I,pep

Fig. 1. Architecture of a convolutional optimization neural network to process,
predicts, and extrapolates time series

The structural diagram of Fig. includes all the necessary stages: data preparation and
preprocessing, generation of a test sample for extrapolation, training, forecasting and extrapolation.
The presence of an optimization first layer with preprocessing of data according to a nonlinear
scheme of compromises , is used to designate such a type of networks as optimization neural
networks.

5. Results of verification and evaluation of the effectiveness of the application of an
optimization neural network for time series processing

The study of the effectiveness of the proposed solutions was implemented by methods of
mathematical modeling on real data.

Research conditions. A sample of 348 dimensions with a monotonous trend and random errors was
to be processed: zero mathematical expectation; MSEdeviation o = 0.99.

Extrapolation was carried out on 100 dimensions, so training was implemented within 248 incoming
dimensions. The test sample for extrapolation was formed as an additive mixture of trend from least
squares method (OLS) [2] and random normal noise.
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The trend model of the input sample with parameters determined by the algorithm of the OLS
with preprocessing described above is as follows:

F () = 28.03423083418919 + 0.0047731577351375761+
+0.0008240042970011226¢2 — 3.204450289838111 (e — 06) 13+ (6)
+7.543074486030252 (e — 10) £* + 6.87528764332385 (e — 12) £°.

The dynamics of changes in the input sample is reflected in the graph Fig.

On the graph of Fig. [2and on subsequent graphs, the abscissa axis denotes the measurement number
of the discrete sample / time — ¢, and the ordinate axis — the value of the monitored parameter F (1)
in the notations.

Parameters of the wrapping neural network in the model experiment: dividing the input dataset
into portions batch_size=200 dimensions; epochs=100; the number of neurons of the input, hidden,
and output layers was: n_neurons=[512,256,128,64]. To generate a test sample to extrapolate the
parameters of the studied process outside the observation interval to the OLS trend @, a random
normal error with a variable value was added o =1.0,0.9,0.1.

42 4

0 50 100 150 200 250 300 350

Fig. 2. Input data and trend of OLS

The training parameters of the neural network were formed in the range of 0-248 dimensions. The
test sample for extrapolation was formed as a combination of real input data (interval 0-248) and
synthesized data (interval 249-348). Extrapolation was provided for 100 measurements (interval 249-
348) synthesized in the described way by a test extrapolation sample with efficiency assessment on a
known input sample (348 measurements).

The graph of the test sample for extrapolation, as a combination of real and synthesized data is
o = 1.0 shown in the graph Fig. 3|

The controlled parameters of training progress and the effectiveness of prediction and extrapolation
were: Mean Absolute Error (MAE); Mean Squared Error (MSE) / Root Mean Squared Error (RMSE);
coefficient of determination / probability of approximation — R2; loss = MSE.

The results of the research are presented in Table [I] and in Fig. {5}

The results presented in general indicate the effectiveness of the proposed solutions from the
standpoint of reproduction and forecasting of time series with high efficiency indicators.

6. Discussion of the obtained results of the study of the effectiveness of the
optimization network architecture and the data model for extrapolation

The analysis of the presented results showed that the established neural network architecture and
data preparation for the defined conditions are acceptable for the processes of prediction and
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Fig. 3. Graph of the test sample for extrapolation

Table 1. Optimization Neural Network Research Results

Setting 1Lear‘nln2gzdy‘nami(z)so Prediction | Extrapolation
oc=1.0
Convolutional neural network — a well-known analogue
MAE 2.2293 | 0.0604 0.0080 0.00770 1.30636
MSE 21.4090 | 0.0072 | 9.3980e-05 | 14. 35234e-05 2.48986
RMSE - - - 0.011980 1.57792
R2 -50.7250 | 0.9825 0.9998 0.999523 0.86950
loss 21.4090 | 0.0072 | 9.3980e-05 - -
With optimization layer
MAE 2.2253 | 0.3043 0.0034 0.00287 0.66466
MSE 21.2251 | 0.1233 | 2.6881e-05 | 3.41680e-05 0.73367
RMSE - - - 0.00584 0.85654
R2 -50.2806 | 0.7022 0.9999 0.99990 0.96154
loss 21.2251 | 0.1233 | 2.6881e-05 - -

extrapolation of time series parameters of at least 0.5 observation intervals. This is evidenced by
high indicators of the concordance coefficient (kept at the level of 0.9) and a relatively low level of
model error (MSE) and MAE.

In the extrapolation section, there is a typical increase in errors in the MSE and MAE indicators,
while maintaining the value of the probability of approximation at a high level of 0.9. Therefore, the
formed solutions and the results obtained are suitable for practical application.

For the observation and extrapolation interval, there is a gain in all indicators exactly from the use
of an optimization neural network. An increase in the value of the random component of the error in
the data enhances the gain, which ranges from 5 to 20%, depending on the indicator and the error of
the input data.

The use of OLS is proposed as a test sample. The combination of the method of statistical and
deep learning has positive results and significant prospects, which are due to the following. A neural
network is able to accumulate significant amounts of information about the implementation of a
time series as a random process. This achieves a flexible mechanism for reproducing predicted and
extrapolated data with an analogy with the accumulation of static information using the Monte Carlo
statistical test method. That is, a neural network is able to contain the experience of a significant
number of implementations of random processes of the time series format. At the same time, the
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Fig. 5. Graph of forecasting and extrapolation results: a — Forecasting results;
b — Extrapolation results; ¢ — Extrapolation results and real data

MNC successfully complements the neural network with its predictive properties with one single
implementation of a random process. The above studies are implemented with the training of a
neural network for one implementation of the time series. On a limited data warehouse, training is
implemented in the traditional way of dividing input data into portions — batch_size. We should
expect positive results in the optimization layer and in the support of OLS for training neural networks
on big data. For the practical task of predicting the activity of information content, this is seen in the
accumulated experience of solving such a problem in a neural network based on retrospective data.

The experience of using the optimization layer only at the input level has proven the stability of
the results to random data errors. In the future, it is assumed to synthesize neural networks with a
convolution operation that spreads to other layers at the neural level.
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Conclusions

Thus, in the course of the research, optimization neural network architecture and a data model
for extrapolation were developed, which allows increasing the accuracy and time of forecasting the
behavior of the time series outside the observation interval.

1. The architecture of the neural network, compared to known solutions, is supplemented with
an optimization input layer. This is implemented by pre-processing the input data using a nonlinear
trade-off scheme. Such a modification allows taking into account random errors of the input data and
increasing the accuracy of the time series estimation.

2. To determine the behavior of the time series outside the observation area, it is proposed to use
simulation modeling. In this case, the data trend is determined by the least squares method. Random
normal and anomalous errors with the input data parameters are added to the trend. This improves
the predictive properties of artificial neural networks.

3. The results of the study of the effectiveness of the proposed solutions proved the gain in accuracy
in terms of the standard deviation of the error and the reliability of the model up to 30 percent on
the extrapolation interval. The comparison was made with known analogues - a convolutional neural
network without an optimization layer. At the same time, the forecasting time increased from several
measurements to half the observation interval.
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Hamionanbuuit Texuivuaumii yaiBepcuter YKpainu
«KuiBebkuii mosmirexuigauii iHcruTyT iMeni Iropst Cikopebkoros, Kuie, Ykpaina

B crarri 3anpononoBano apxiTeKTypa ONTHMI3aIiiHOT HEHPOHHOI MepexKi Ta MOJIeJIb CHHTE3y TeCTOBOI BUOIPKY JjTst
MPOIECY EKCTPAIOJISAIl [apaMeTpiB 9YacoBHX Ps/IiB. 30KpPEMa pPeasii30BaHO JOJABAHHS BXIJHOIO IIPOIIAPKY 3
BIIPOBA/KEHHSIM ONTUMI3AINHOI CXeMH HEeJIHIHIX KOMIPOMiciB. EKCTpamosIio MOBEIIHKH €aCcOBOTO DAY
3/IiiCHEHO 3a TECTOBOIO BUOIPKOIO, IO (DOPMYETHCS K MOJIEIb JAHUX 3 BUAJIJIEHHIM TPEHIY 33 METOJIOM HaiMEHIINX
kBaJipaTiB. HaykoBa HOBU3HA OTPUMAHUX B CTATTI pe3yJIbTATIB Bi0OPaKAETHCsI CYyTTIO 3a3HAYEHUX PIllleHb.

Mera nociizkeHb mMoJsrae B po3podii apxXiTeKTypu ONTUMI3AIIHOT Mepexki Ta MOeNi JaHUX JJIsi eKCTPATIOJISIII,
IO JIO3BOJISE TIiABUIUTA TOYHICTH Ta Yac ITPOTHO3YBAHHS IIOBEIIHKN YacOBOTO DAy I03a MeXKaMU IHTEPBAJLY
criocTepexkennsda. JIoC/TiKeHHS CTOCYEThCA MPOIECIB  apXiTeKTYPHOTO CHHTE3y INTYYHOI HEHPOHHOI MeperxKi Ta
EeKCTPAIOJISANl TOBEIIHKA YaCOBUX PAJIB 3a MeXKaMH I1HTepBaJy crocTepekeHHs. lIpeamerom mociiKeHHsT €
apxXiTeKTypa MITYy4YHOI HEfPOHHOI MepeXKi Ta MeTO/IM €KCTPAIIOJISI] YaCOBUX PSJIiB.

Onrumizariiianii Tpomapok 3abe3redye MiHIMAKCHI BUMOIHW JI0 HaOJIMXKeHHsI HABYAJIBHOI Ta TecToBol Bubipok. Ile
0CODJIMBO JIOPEYHO [0 YaCOBUX PSIB i3 CTOXACTHUYHUM IIIyMOM 1 JIO3BOJISI€ 3MEHIIUTHU BILINB BUMAIKOBAX MOXUOOK HA
pe3yJIbTaTH TMPOTHO3YBAHHSA YACOBOIO DPsily. BUKOPHUCTAHHS i EKCTPAIOJIAIl MOIEJIbHUX JAHUX JI03BOJIAE
BU3HAYUTU IIOBEJIHKY YaCOBOrO DsJy I[I03a MeXKaMH iHTepBajy crocrepexkenns. [Ipu mpoMy 306liblryeTbcs dYac
[POrHO3YBAHHSI 13 NPUHHATHUMH XapaKTEPUCTUKAME TOYHOCTI. 3a3Hadeni pimieHHsT BijoOpakeni B Ha3Bi
ONTUMI3AIHOI HEHPOHHOI MepexKi, sKa 3allpOIOHOBaHa aBTopaMu. Jloc/ijKeHHsT e(pEeKTHBHOCTI 3alPOIOHOBAHUX
pillleHb peasii30BaHO METOJAMHU IMITAIIHOIO MOJEIIOBAHHS Ha MOAM(IKOBaHI 3rOpTKOBIfl MmITydYHil HeHpOHHIH
Mepexi. Pesysbraru po3paxyHKIB JOBeHM IIiIBUINEHHSI aJeKBATHOCTI MoOmesieil maHuX Ta 30LIbIIEHHST TOYHOCTI
E€KCTPAIIOJIATIII.
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